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1   Introduction
In RAN3 103bis meeting, it was agreed on the TP for TR 37.816 in [1], which captures the solution of MLB. And some open issues are left as follows:

Potential open issues are (others are not precluded),
1. The architectural aspect for MLB. The candidate solutions are introduced as distributed, centralized and hybrid approaches. (Details are given in [1].)
2. Load definition. Whether the load information is on a per Cell/Beam/Slice/QoS basis. ([2] [4] [5])
3. Load reporting. Whether to reuse the LTE X2-like load reporting procedure in NR.
4. Load coordination with MR-DC scenario considered. ([3])
5. Other optimization
To be continued...
In this contribution, we mainly discuss the second open issue, i.e., the load definition in MLB.  
2   Discussion
With the introduction of NR new feature such as slice, SUL, the load definition should be considered to enhance in order to obtain better network performance. In the follow, the related impact are analysed.

For slice feature in NR system, NG-RAN support the following key principles of network slicing as describe in TS 38.300 [2]:

· Resource management between slices: NG-RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG-RAN node to support multiple slices. The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

· Resource isolation between slices: The NG-RAN supports resource isolation between slices. NG-RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG-RAN resources to a certain slice. How NG-RAN supports resource isolation is implementation dependent.
· Etc.

The main purpose of resource isolation is to avoid one slice congestion affecting another slice. Based on this, per slice level resource utilization is necessary to define.

In addition, for UE mobility procedure, slice-aware admission control will be performed if the slice information is sent to the target gNB. 

Therefore, NG-RAN node should be able to define per slice level radio resource utilization information and report the per slice level resource utilization information to peer NG-RAN node over the Xn interface.

As a result, we propose that per slice level load information exchange should be supported over Xn interface.

Proposal 1: It is proposed to agree on per slice level load reporting over Xn.
For SUL feature in NR system, the UE can be configured with 2 UL carriers (e.g. normal uplink, supplementary uplink) and one DL carrier to a cell. The UE may be scheduled or decides on its own to transmit either on the normal uplink carrier, or the supplementary uplink carrier. It is beneficial to report the load of NUL and SUL carrier to neighbour nodes separately. The reason is that if the UE is handovered to a cell in target NG-RAN node because of low UL carrier load (i.e., lower load on NUL carrier, but higher load on SUL carrier). However, the UE can only be served by SUL carrier because of UL coverage limitation. This will results in UE uplink throughput degradation due to the actual load of SUL carrier is relatively high. 

As a result, we propose that the NR load reporting should be able to calculate separately for UL carrier and SUL carrier. 

Proposal 2: It is proposed to agree on separate load reporting for UL carrier and SUL carrier over Xn.
3   Conclusion

In this contribution, the load definition is discussed and we propose:
Proposal 1: It is proposed to agree on per slice level load reporting over Xn.
Proposal 2: It is proposed to agree on separate load reporting for UL carrier and SUL carrier over Xn.
4   Reference

[1] TR 37.816 v0.3.0.
5   Text Proposal

Start of change
5.4
Load Sharing and Load Balancing Optimization
5.4.1
Use case description

Editor Note: capture the use cases description and benefits of the use cases
The objective of load sharing and load balancing is to distribute cell load evenly among cells or to transfer part of the traffic from congested cell, or to offload users from one cell or carrier or RAT to achieve network energy saving, This can be done by means of optimization of cell reselection/handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.

Compared to LTE, NR new features, e.g. CU/DU split and CP-UP separation architecture, network slicing, and EN-DC/MR-DC should be considered in the load sharing and load balancing optimization in NR. Study on load sharing and balancing across DUs within one gNB is needed (load management over F1), as well as load sharing and balancing across CU-UPs within one gNB (E1 load management). It should be studied whether slicing level metrics e.g. slice level radio resource utilization and slice availability also need to be taken into account for the reselection/handover parameters and handover action optimization. 
Both intra-RAT and inter-RAT load balancing scenarios should be supported. LTE is the baseline, studies for NR will focus on

1. Definition of the data required the load sharing and load balancing;

2. Functionalities and actions required to support the load sharing and load balancing, e.g., load reporting architecture, adapting handover and/or reselection configuration
5.4.2 Solution description
Editor Note: Capture the solutions for the use case, including the procedure for configuration and collection of measurements, necessary procedures and information exchange required for the solution, as well as comparison and evaluation on potential alternative solutions.
There are possible solutions that enable load management over X2, Xn, F1 and E1 interfaces. On X2 ,Xn and F1, the reported information should contain at least cell/slice level load (e.g., resource utilization). Likewise, similar information is required from the gNB-DU to gNB-CU over F1 in case of disaggregated architecture.
Load reporting indicates load information for UL carrier and SUL carrier separately.
Furthermore, which procedure (i.e. new, reuse of existing one) and the periodicity (i.e. periodic reporting, event-triggered) needs to be considered.
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