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1
Introduction
This paper discusses and proposes to introduce further analysis on load management over E1. The TP is also provided in the Annex.

2
Discussion

At the last RAN3 meetings, it was agreed to prioritize the following topics under RAN-Centric Data Collection and Utilization for LTE and NR SI.

RAN3 to prioritize work on SON, including:

-
PCI confusion handling

-
Mobility Robustness Optimization

-
RACH Optimization

-
Load Balancing
-
Capacity and Coverage Optimization

-
Energy Efficiency

For the disaggregated architecture, the load management information is likely to consist of cell level load information reported by gNB-DU to gNB-CU. However, in case of Control-Plane and User-Plane separation and E1 interface, the information to be reported from gNB-CU-UP to gNB-CU-CP does not necessarily consist of cell level load, but rather on hardware resources available at the gNB-CU-UP. This contribution elaborates further on the solution for E1 interface.
As part of Release 15, E1AP support for load management consists a semi-static indication of the gNB-CU HW resources (namely gNB-CU-UP Capacity IE) depicting the relative processing capacity of the gNB-CU-UP with respect to other gNB-CU-UPs for purpose of load balancing among gNB-CU-UPs. The values conveyed by this IE (0..255), the setting and its usage is similar to that of AMF Relative Capacity IE in NGAP, which 38.413 and 23.501 describe as follows:

==

<38.413 excerpt>
8.7.3    AMF Configuration Update

8.7.3.1         General

…
8.7.3.2         Successful Operation

…
If the Relative AMF Capacity IE is included in the AMF CONFIGURATION UPDATE message, the NG-RAN node may use it as defined in TS 23.501 [9].
…
9.3.1.32        Relative AMF Capacity

This IE indicates the relative processing capacity of an AMF with respect to the other AMFs in the AMF Set in order to load-balance AMFs within an AMF Set defined in TS 23.501 [9].
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Relative AMF Capacity
	M
	
	INTEGER (0..255)
	


==

<38.413 excerpt>
5.19.3  AMF Load Balancing

The AMF Load Balancing functionality permits UEs that are entering into an AMF Region/AMF Set to be directed to an appropriate AMF in a manner that achieves load balancing between AMFs. This is achieved by setting a Weight Factor for each AMF, such that the probability of the 5G-AN selecting an AMF is proportional to Weight Factor of the AMF. The Weight Factor is typically set according to the capacity of an AMF node relative to other AMF nodes. The Weight Factor is sent from the AMF to the 5G-AN via NGAP messages (see TS 38.413 [34]).

NOTE 1:   An operator may decide to change the Weight Factor after the establishment of NGAP connectivity as a result of changes in the AMF capacities. E.g., a newly installed AMF may be given a very much higher Weight Factor for an initial period of time making it faster to increase its load.

NOTE 2:   It is intended that the Weight Factor is NOT changed frequently. e.g. in a mature network, changes on a monthly basis could be anticipated, e.g. due to the addition of 5G-AN or 5GC nodes.

NOTE 3:   Weight Factors for AMF Load Balancing are associated with AMF Names.

Load balancing by 5G-AN node is only performed between AMFs that belong to the same AMF set, i.e. AMFs with the same PLMN, AMF Region ID and AMF Set ID value.

The 5G-AN node may have their Load Balancing parameters adjusted (e.g. the Weight Factor is set to zero if all subscribers are to be removed from the AMF, which will route new entrants to other AMFs within an AMF Set).
==

Although the relative gNB-CU-UP Capacity IE is useful to some extent, it is insufficient for proper load understanding of the resources at gNB-CU-UP, which is critical in a multi-vendor environment. Thus, the indication from gNB-CU-UP should be enhanced to additionally provide capacity values in relation to the maximum number of DRB supported at the node. This will help the gNB-CU-CP take better informed decisions when selecting gNB-CU-UP for new sessions and up/down-scale resources dynamically, e.g., trigger an up-scale of resources when gNB-CU-UP is getting closer to its supported limits. 
Proposal 1. Introduce gNB-CU-UP Maximum Number of DRB Supported IE as part of the E1 Load Management solution in Release 16. 

Release 15 also supports a GNB-CU-UP STATUS INDICATION procedure which is limited to informing whether a gNB-CU-UP is in overload status or not. However, there are no means for gNB-CU-CP to be aware of current hardware capacity utilization at the gNB-CU-UP. This only partially becomes evident after an overload has occurred, and the gNB-CU-CP is not aware of how close/far it is from triggering an overload event at the gNB-CU-UP. Further, despite the gNB-CU-CP being in charge of admission control mechanism, it is unable to carry out this function properly without knowledge of the current resource usage at gNB-CU-UP. Hence, the existing solution in Release 15 hinders the admission control mechanism overall, given that in practice all requests are likely to accepted by until an overload indication has been received (i.e. AC is not truly applied at gNB-CU-CP in an efficient manner).
Therefore, for load balancing and up/down scaling purposes, an additional indicator is needed which can linearly indicate (0-100%) the current consumption of the overall gNB-CU-UP Capacity IE in a periodic manner. With this information, the gNB-CU-CP can take an appropriate action to load balance, such as modify its gNB-CU-UP selection algorithm or up/down-scale certain gNB-CU-UP(s) resources to allow more UEs/bearers. 

Proposal 2: Introduce gNB-CU-UP Capacity Utilization IE (0-100%) to indicate the current utilization of hardware resources at the gNB-CU-UP as part of the E1 Load Management solution in Release 16.
Proposal 3: Introduce configuration of a gNB-CU-UP load periodic reporting mechanism as part of the E1 Load Management solution in Release 16.
With the above described enhancements, the information related to load management for E1 would be up as follows:

· Semi-Static indicators

· gNB-CU-UP Capacity IE (existing in Rel.15) – value is 1 -255 – initial value is understood to be operator defined

· gNB-CU-UP Max Number of DRB Supported (newly proposed) – range TBD - Depicts the maximum number of DRBs supported at the gNB-CU-UP

· Event triggered Indicators
· gNB-CU-UP Overload Indication (existing in Rel.15) – overloaded/not-overloaded

· Periodic indicators

· gNB-CU-UP Capacity Utilization (newly proposed) – value is 0-100% - Depicts a linear indication of the current consumption of the semi-static gNB-CU-UP Capacity IE (existing in Rel.15) in percentage terms (0..100%)
Proposal 4: It is proposed to capture the above arguments in the TR as provided in the TP in the Annex.

3
Conclusions
Proposal 1. Introduce gNB-CU-UP Maximum Number of DRB Supported IE as part of the E1 Load Management solution in Release 16. 

Proposal 2: Introduce gNB-CU-UP Capacity Utilization IE (0-100%) to indicate the current utilization of hardware resources at the gNB-CU-UP as part of the E1 Load Management solution in Release 16.

Proposal 3: Introduce configuration of a gNB-CU-UP load periodic reporting mechanism as part of the E1 Load Management solution in Release 16.
Proposal 4: It is proposed to capture the above arguments in the TR as provided in the TP in the Annex.
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5.4
Load Sharing and Load Balancing Optimisation 
5.4.1

Use case description

Editor Note: capture the use cases description and benefits of the use cases
The objective of load sharing and load balancing is to distribute cell load evenly among cells or to transfer part of the traffic from congested cell, or to offload users from one cell or carrier or RAT to achieve network energy saving, This can be done by means of optimization of cell reselection/handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.

Compared to LTE, NR new features, e.g. CU/DU split and CP-UP separation architecture, network slicing, and EN-DC/MR-DC should be considered in the load sharing and load balancing optimization in NR. Study on load sharing and balancing across DUs within one gNB is needed (load management over F1), as well as load sharing and balancing across CU-UPs within one gNB (E1 load management). It should be studied whether slicing level metrics e.g. slice level radio resource utilization and slice availability also need to be taken into account for the reselection/handover parameters and handover action optimization. 
Both intra-RAT and inter-RAT load balancing scenarios should be supported. LTE is the baseline, studies for NR will focus on

1. Definition of the data required the load sharing and load balancing;

2. Functionalities and actions required to support the load sharing and load balancing, e.g., load reporting architecture, adapting handover and/or reselection configuration
5.4.2 
Solution description

Editor Note: Capture the solutions for the use case, including the procedure for configuration and collection of measurements, necessary procedures and information exchange required for the solution, as well as comparison and evaluation on potential alternative solutions.
There are possible solutions that enable load management over X2, Xn, F1 and E1 interfaces. On X2 and Xn, the reported information should contain at least cell level load (e.g., resource utilization). Likewise, similar information is required from the gNB-DU to gNB-CU over F1 in case of disaggregated architecture. For E1, load information should also be provided from the gNB-CU-UP to the gNB-CU-CP.

Furthermore, which procedure (i.e. new, reuse of existing one) and the periodicity (i.e. periodic reporting, event-triggered) needs to be considered.
5.4.2.X E1 Load Management
The load reporting function is executed by reporting of capacity, load and resource utilization related information from gNB-CU-UP to gNB-CU-CP over the E1 interface. Both event-triggered and periodic reporting mechanisms shall be supported.
5.4.2.X.1 E1 Load Information
The following metrics needs to be additionally defined for reporting
Semi-Static Indicators

· gNB-CU-UP Max Number of DRB Supported

· Depicts the maximum number of DRBs supported at the gNB-CU-UP

Periodic Indicators
· gNB-CU-UP Capacity Utilization

· Depicts a linear indication of the current consumption of the gNB-CU-UP Capacity IE in percentage terms (0..100%)
5.4.3 
Conclusion

End of Text Proposal to TR 37.816
