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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
This document aims at correcting the chapter 8 of the TR 38.821.


2. Discussion
We suggest to remove “FFS” and restructure chap 8.1 to gain in clarity.

3. Conclusion

Proposal 1: Reflect the above proposals in the TR 38.821 (See TP below)


4. Text Proposal for TR 38.821 v0.6.0
START OF CHANGES


[bookmark: _Toc6470757]8		Issues and related solutions for NG-RAN architecture and interface protocols
Editor’s note: to be drafted by RAN3
- For each deployment scenario, recall the possible architectures and discuss the related issues and solutions
- The study may consider only the most critical scenarios for a given RAN feature or constraint (e.g. for Delay, it is sufficient to address the worst case scenario which GEO transparent).
[bookmark: _Toc6470758][bookmark: _GoBack]8.1	Tracking area management (FFS)
The concept of Registration and Tracking areas pertains in the context of Non-Terrestrial networks, and is similar to NR based cellular system in following aspects:
· a tracking area corresponds to a fixed geographical area.
· tracking areas (TA) is utilized for UE access control, location registration, paging and mobility management.
· a registration area encompasses one or several tracking areas.

The objective is to track the UE, in order to minimize the use of radio resources for paging.

8.1.1	NTN cells are fixed w.r.t the ground
For scenarios A, B, C1 and D1, the NTN cells are fixed on the ground. Hence a tracking area may correspond to one or several NTN cells. The 3GPP-defined tracking area management and paging procedures can apply as is. In case of C1 and D1, the LEO satellites generate beams with temporary Earth fixed footprints. In other words, the beam footprints are stationary over a given NTN cell on ground for a certain amount of time before they change their focus area over another NTN cell. It is possible the assign each NTN cell to a tracking area. This requires the satellite to change the broadcasted tracking area code between two successive NTN cell covered.
Note: For scenarios C1, the TA list and paging messages could be sent by the same gNB to the NTN cell via all satellites covering this NTN cell.
Note: For scenarios D1, the TA list and paging messages could be sent by the gNB on board all satellites covering this NTN cell.

8.1.2	NTN cells are moving w.r.t the ground


For scenarios C2 and D2, the NTN cells move on the ground as the satellites move on their orbital planes. This requires some adaptations to the TA management and paging procedure.
Note: For scenarios C1, the TA list and paging messages could be sent by the same gNB to the NTN cell via all satellites covering this NTN cell.
Note: For scenarios D1, the TA list and paging messages could be sent by the gNB on board all satellites covering this NTN cell.
Hence we shall focus the study on scenario C2 and D2 for the idle/inactive mode mobility.
It is worth noting that, as long as the TA is always uniquely coupled with the relevant cell(s), it may still be possible to apply legacy core network procedures (e.g. paging) even to a moving TA. In such case, however, it seems beneficial to differentiate such a TA from a fixed / “non-NTN” TA. In principle, this could be done by reserving a range of identifier(s) for TAs associated with NTN moving cells. However, this might restrict the possible TA address space and might not be desirable from the operator’s point of view.
Another alternative would be to extend the TAC IE signalled over NGAP and XnAP with a TA Type IE, defined as e.g. ENUMERATED(NTN, NTN with moving cells, ...) so that the receiving node can identify that the cells associated with this TA are related to a NTN, and/or are not stationary with respect to the ground. Alternatively, this indication may be at cell level or gNB level.
The non-terrestrial and terrestrial networks could be assigned either same or different PLMNs.
· In case of two different PLMNs for terrestrial and non-terrestrial networks, both tracking area layouts can be independently defined preventing overlaps between tracking areas of a given layout. This would be in line with the current definition of TAs.
· In case of a shared PLMN, there might be a problem due to the overlapping of tracking areas, which requires further study.
The main idea is to decouple the TA management from the NTN cell pattern. In that case, registration and tracking areas are arbitrary geographical areas defined by the operator. (FFS)
It is assumed that not all UEs are capable of positioning.

[bookmark: _Toc6470759]8.2	Connected mode mobility (FFS)
There are different types of hand-overs in Non-Terrestrial networks:
· Intra-satellite hand-over (between cells served by same satellite)
· Inter-satellite hand-over (between cells served by different satellite)
· Inter-access hand-over (between cellular and satellite access)

There can be some variants depending on whether the satellite is transparent or regenerative (gNB or partial gNB on board the satellite)
The table identifies the applicable NG-RAN hand-over procedures for each of the NTN hand-over scenarios.
Editors note: Table may be merged into the table below in 8.7.7, FFS
Table 8.2-1: NG-RAN procedures versus NTN hand-over scenarios
	NTN Hand-over scenarios
	Transparent satellite
	Regenerative satellite (gNB on board)
	Regenerative satellite (gNB-DU on board)

	Intra satellite hand-over
	Intra-gNB handover procedure
or Inter-gNB handover procedure
	intra gNB hand-over procedure
	Intra-gNB-CU Mobility/Intra-gNB-DU handover or  Inter-gNB-CU handover  (See §8.2.1.2 in TS 38.401)

	Inter satellite hand-over
	Inter-gNB handover procedure or Intra-gNB handover procedure (See §9.2.3 in TR 38.300)
	inter gNB hand-over procedure (See §9.2.3 in TR 38.300)
	Intra-gNB-CU Mobility/ Inter-gNB-DU Mobility or or  Inter-gNB-CU handover (See §8.2.1.1 in TS 38.401)

	Inter access hand-over
	
	Inter AMF/UPF hand-over procedure or Intra AMF/UPF hand-over procedure (out of RAN scope)
	Intra-gNB handover procedure
or Inter-gNB handover procedureInter AMF/UPF hand-over procedure or Intra AMF/UPF hand-over procedure (out of RAN scope)




In each case, the relevant mobility procedures may require some adaptations to accommodate  the extended latency of satellite access.

An inter-access hand-over (between cellular and satellite access) is considered by utilizing an inter gNB procedure via the 5GCN (e.g. for Satellite with on board processed payload) or via the Xn (e.g. for satellite with transparent payload).
It is assumed that not all UEs are capable of positioning.

[bookmark: _Toc6470760]8.3	Registration Update and Paging Handling
In Non-Terrestrial non-GEO Network, the satellites moves across the geographical area of interest, its antenna beams will cover different portions of that area. In a NTN beam foot print moving on earth, there is a fixed association between the non-GEO NTN beam and TAI, as in the terrestrial RAN, there is no one-to-one correspondence between moving NTN beams and geo-area on Earth, i.e., the TAIs broadcasted by the Non-GEO satellite will sweep over Earth. A stationary UE will see different NTN beams/TAC over the time. 
With current Registration Update procedure, the stationary UE has to keep performing Registration Updates upon the change of NTN beam. This brings a challenge to current Registration Update and Paging. In the following, we study possible solutions based on whether the UE can determine its location or not.

[bookmark: _Toc6470761]8.3.1	Option 1: UE is capable to determine its location
In the following it is assumed that the UE has the capability to determine its location (e.g. by GNSS). In this case the satellite can page the UE based on UE’s location information.
In terrestrial network, the AMF is in charge of mapping a tracking area where the UE is located to determine the list of gNBs that pages the UE. In NTN, one can use the UE location to do an equivalent mapping and determine the list of gNBs that page the UE.
The mapping could be made in the AMF. For this, the AMF is made aware of UE location, along with some assistance information, e.g. UE type or UE speed information. AMF has also to be aware of satellite ephemeris.
Alternatively, this mapping could be made in the RAN. When a UE has to be paged, the AMF determines the RAN access node(s) where to send the paging message from the TAI as usual. The NTN based NG- RAN can then select the satellite beams where to broadcast the paging from its knowledge of UE last location and satellites ephemeris. However this raises several issues as paging failure coordination between RAN and CN and Idle UE context management in RAN, and would require further studies.

[bookmark: _Toc6470762]8.3.1.1		Mapping of UE location to gNB list in the AMF
The example procedure for UE location based paging could be illustrated by the figure below:


Figure 8.3.1.1-1: UE location based paging (example)

· Step 1: UE report the location info to gNB1, the report may also include some assistance info such as UE type, speed info, more details need to be further studied.
· Step 2: Upon receiving of the UE location report, gNB1 forwards the location info and the assistance info if have to AMF.
· Step 3: AMF stores the UE location info, the assistance info if any, and also the corresponding time stamp. The information is kept in AMF when UE is released to Idle.
· Step 4: When AMF wants to page the UE, it selects the gNB(s) which could cover the UE location according to the stored info and ephemeris.
· Step 5: AMF sends the Paging message to the selected gNB(s), including the location info and the assistance info if any. Upon reception of the Paging message, the gNB may decide which satellite(s) or beam(s) to be paged and page the UE accordingly.
Note: If the location based paging is failed, AMF may extend the paging area and re-send the UE according to its paging policy, e.g. re-send the paging in the whole registration area of the UE.

[bookmark: _Toc6470763]8.3.2	Option 2: UE is not capable to determine its location
In the following, it is assumed that the UE has no capability to determine its location. Four potential solutions have been identified.
[bookmark: _Toc6470764]8.3.2.1	Solution 1: Timing window based Registration update and paging
This solution assumes moving identifiers on ground.
The satellite can page the UE based on RA.
The following is one possible solution (details are FFS).
In this option, the Tracking Area is associated with the timing information for how long it is valid related to a geo-area. For example, a geo-area will be served by NTN beam#1 with TAC#1 during 10:01 – 10:10, NTN beam#2 with TAC#2 during 10:11 – 10:20, etc. an example call flow is shown as below:


Figure 8.3.2-1: UE Registration procedure (example)

· Step 1: at 10:05, UE initiates Registration procedure. The REGISTRATION REQUEST message is sent to AMF. Just like normal initial access, the CU provides the TAC#1 to AMF with current NGAP procedure.
· Step 2: AMF replies with REGISTRATION ACCEPT message. The AMF determines the UE’s location will be covered by TAC#1 during 10:01-10:10, TAC#2 during 10:11-10:20, etc. The determination is based on 
· The ephemeris information of the satellites, i.e. the information as to which NTN beam covers a specific location.
· The location of the UE, in terms of TAC/NTN beam ID of UE’s current or last 3GPP access. The UE may include its location information in the NAS REGISTRATION REQUEST message, or other NAS message.
The determination may be performed by querying a database.
The REGISTRATION ACCEPT message includes enhanced Registration Area information, consisting of a list of TAIs with timing information (in this example, AMF would like the UE to initiate a Registration Update 10-min later)
+ TAC#1 with (10:05 – 10:10)
+ TAC#2 with (10:11 – 10:15)
Later, UE enters RRC_IDLE.
Case 0: UE did not move during 10:05 – 10:11
· At 10:11, NTN beam#1 moved out of the UE’s area. The UE’s area is now covered by NTN beam#2 with TAC#2. The UE detected the TAC of the serving cell is changed to TAC#2. UE checks the TAC#2 against the enhanced Registration Area received in Step 2 (see Figure X). TAC#2 is in the Registration Area assigned by the AMF in the REGISTRATION ACCEPT message (Step 2), and the timing information match (i.e. TAC#2 only for 10:11-10:15), this means the UE is still in the Registration Area, thus no need to perform Registration Update. 
NOTE: This reuses the current Registration Update trigger.
Case 1: at 10:12, the UE is paged. 
· Step 3 (see Figure X): at 10:12, a DL data is received for the UE. AMF determines the target tracking area based on the UE’s last location (i.e. TAC#1 at 10:05), and the Tracking area information for this area (i.e. TAC#1 during 10:01-10:10, and TAC#2 during 10:11-10:20). In this example, AMF knows the UE’s last location and will be served by NTN beam#2 with TAC#2 during 10:11-10:20. AMF sends the Paging message with TAC#2 to the NG-RAN.
Normal Service Request procedure is performed.
Case 2: at 10:13, the UE move out of the Registration Area
· Step 4 (see Figure X): at 10:13, the UE detects current NTN beam broadcasting TAC#1. Even TAC#1 is in the Registration Area assigned by the AMF in the REGISTRATION ACCEPT message (Step 2), but the timing information does not match (i.e. TAC#1 only for 10:01-10:10, but not for 10:13), this means the UE is moving out of current Registration Area. So the UE initiates a Registration Update procedure.
Advantage for this option is:
· Reuse current Registration Update trigger, i.e. TS23.501, “perform Mobility Registration Update procedure if the current TAIs of the serving cell (see TS 37.340 [31]) is not in the list of TAIs that the UE has received from the network;”
· Reuse current TAC broadcast mechanism, i.e. NTN beam always broadcasts the same TAC.
· Less changes to RAN and CN.

[bookmark: _Toc6470765]8.3.2.2	Solution 2: UE assisted TA list report/registration and paging
This solution assumes stationary identifiers on ground.
The satellite pages the UE based on RA, i.e. TAI list.
The following is one potential solution. (Details are FFS)
In this option, the TAI is broadcast in system information in NTN cell based on fixed TA planning area on ground:
Step 1: Setup a fixed TA map on the Earth’s surface.
Step 2: Dynamically update the broadcast TAI according to the satellite’s position.
Step 3: UE monitors and reports list of received broadcast TAIs for registration procedure.
Step 4: During the registration procedure, AMF provides a TAI list to the UE, which defines the UE-specific registration area used for paging.
Step 5: UE measures and records the observed TAI list of the best cells with respect to time.
Step 6: UE compares the TAI list assigned by AMF with the observed TAI from Step 5 and determines whether it is still within the registration area or not (details FFS).
Step 7: If UE concludes that it has left the registration area, it initiates the Registration Update procedure and reports the observed TAI list to AMF by which AMF may assign a new UE-specific TAI list. The determination of the observed TAI list in UE including adding or deleting a TAI is FFS.

8.3.2.3	Solution 3: Multi-Tracking Area ID based Registration update and paging
Instead of broadcasting a single TAI, the satellite could broadcast a list of TAIs of covered TAs, in order to allow for TAs to be a subset of the satellite beam coverage area. The satellite could then adopt the list of TAIs with respect to its beam coverage area. In case of transparent satellites, the gNB on the ground may be preconfigured with the list of TAIs to be used. In case of regenerative satellites, the network node on the satellite may be preconfigured with the list of TAIs to be used, for example by using validity time window information for each TAI list entry in a similar manner as described in 8.3.2.1.
The advantage of this approach is that the Tracking Area (TA) definition as non-overlapping areas on the ground is still valid and the current paging mechanisms can be reused.
Figure 8.3.2-X shows an example with countries that are equivalent to tracking areas. Four TAs are defined: TA1: Germany, TA2: Austria, TA3: Switzerland and TA4 Liechtenstein (Note that it is also possible to define multiple TAs per country). Three satellites (red, green and blue) are covering parts of the area shown as red beam, green beam and blue beam. In the top figure the red satellite broadcasts three TAIs, i.e. TAI2, TAI3 and TAI4 as its beam footprint is covering TA2, TA3, and TA4. Similarly, the green satellite broadcasts TAI1 and TAI3, while the blue satellite broadcasts TAI1, TAI2, TAI3 and TAI4. The bottom figure shows the same TAs, while the satellites and their respective coverage areas moved. Hence, the list of broadcasted TAIs for the red and green satellites changed, but stayed the same for the blue satellite.
In the example, a UE located in Austria (TAI2), would be paged within both blue and red satellite beams according to the upper figure. According to the lower figure, it would be paged within both blue and green satellite beams.

[image: ]  [image: ]
Figure 8.3.2-3: Illustration of the solution using country areas as exemplary tracking areas (two exemplary time instances are shown from top to bottom).


8.3.2.4	Solution 4: UE location determined by NTN based NG-RAN
The earth footprint of a satellite beam depends on the satellite altitude and the elevation angle, but may be quite large compared to usual terrestrial cell size. Hence, the trade-off between TA size and registration update is different for NTN compared to terrestrial networks. 
When a UE registers initially, or makes registration area updates, or switches to connected mode, the NTN based NG- RAN gets a UE location inform, from serving beam identification for example. A periodic  registration area update could be sufficient to track a UE in idle mode, the RA update periodicity being tuned according to UE type or observed mobility behaviour.
Moreover, the RAN could have other means to locate a UE.
Hence, even if the UE is not capable to determine its location on its own, it could be assumed that the RAN has a knowledge of UE location. Then paging methods based on UE location knowledge can apply.

[bookmark: _Toc6470766]8.4	Transport aspects
In the transparent case, a NTN GW connects directly to one or several satellites via SRI. In the regenerative case, a NTN GW can directly connect to one or several satellites via SRI, or indirectly connect to one or several satellites via ISL. Hence the NG protocol is transported over SRI, and may also be transported over ISL.
A gNB is connected to the 5GCN. The transport of this logical interface can be realized over SRI and possibly over ISL.
The satellite may embark additional transport routing functions that are out of RAN scope.
SRI transports 3GPP-RAN specified protocols i.e., transmits the NG interface signalling packets.
ISL can transport:
· Xn interface signalling packets and enable coordination between gNBs on board adjacent satellites, and especially to support UE mobility, from a source gNB to a target gNB. (FFS)
· Data packets, in case traffic functions are hosted on board the satellites. (FFS)
· NG interface signalling packets
· F1 interface signalling packets

[bookmark: _Toc6470767]8.4.1	Characteristics of transport links in NTN
[bookmark: _Toc6470768]8.4.1.1	Characteristics of SRI on the feeder link
Transport over SRI may be subject to the following constraints:
1. Much longer propagation delay with respect to terrestrial transport links – the typical length for an Earth-satellite link can go from a few thousands of km (LEO scenario) to several tens of thousands of km (GEO scenario) . Hence the one way delay over the SRI ranges from 6 ms (LEO at 600 km and 10° elevation) to ~136 ms (GEO at 35788 km and 10° elevation);
2. Possibly higher outage probability with respect to terrestrial transport links when the SRI operates at mm-wave, which is heavily impacted by atmospheric propagation impairments (e.g. rain attenuation) . However this is mitigated through Uplink power control, Adaptive Coding and Modulation and/or space diversity schemes. Typically a feeder link is dimensioned to provide availability up to 99.999% with site diversity;
3. The SRI may become unavailable 
· due to atmospheric attenuation when SRI operates at mm-wave
· when the satellite disappears below the horizon in LEO constellation

Therefore mobility management is typically activated to ensure a seamless service continuity and 0 ms interruption time, as described in Section 8.4.1.3.
In the transparent payload case,
· a GEO or a LEO satellite can be connected to several NTN-GW at a given time. Each NTN-GW will address different radio resources of the satellite.
· a feeder link switch over can be performed using two distinct radio resources simultaneously to ensure a packet loss less switch over. This procedure is network originated.
In the regenerative payload case,
· a LEO satellite can be connected to only one NTN-GW at a time except during feeder link switch over to ensure a seamless service continuity following the make before break approach.
· a feeder link switch over can be based on a make before break strategy to obtain a loss less switch over. This is transparent to the UE for layer 3 and below NG-RAN procedures. This procedure is network originated.

[bookmark: _Toc6470769]8.4.1.2	Characteristics of Inter Satellite link

In the LEO case, the one-way ISL propagation delay is constellation specific. Values around 10ms may be considered as typical.
Inter Satellite Links in LEO constellations typical feature an availability probability of 99.999%.

[bookmark: _Toc6470770]8.4.1.3 Characteristics of NTN GW
In the case of transparent satellite, the NTN GW supports all necessary functions to forward the signal of NR-Uu interface.
In the case of regenerative satellite, the NTN GW is a Transport Network Layer node, and supports all necessary transport protocols, e.g. the NTN GW acts as an IP router. The SRI provides IP trunk connections between the NTN GW and the Satellite to transport respectively NG or F1 interfaces.



[bookmark: _Toc6470771]8.4.2	Transporting F1 over the SRI
According to the definitions given in TS 38.401 [3], the CU hosts the RRC, SDAP and PDCP protocols, and the DU hosts RLC, MAC and PHY layers; the CU controls the operation of one or more DUs. When F1 is transported over the SRI, the above functionality may be subject to the following constraints as described in 8.4.1.1.
Long propagation delay might be addressed by setting appropriate timers (up to implementation) so that operation in the various protocol layers is not disrupted by the NTN use case. However, the fact that RRC is terminated in the CU poses an additional criticality: if the CU is on the ground, the roundtrip time for a single RRC message between the UE and the CU corresponds to twice the Earth-satellite link (the RRC message travels through Uu over the NR air interface and then, transported over F1, through the SRI). Regardless of whether current NR RRC can withstand this additional constraint, this might put any NTN architecture based on CU-DU split (described in Sec. 5.3.2) at a disadvantage with respect to all others in terms of RRC latency.
The impact of outage probability might be analysed by comparing the typical maximum outage duration for an Earth-satellite link at mm-wave frequency band with the time it takes for a CU to declare a UE “lost” and start removing the context (typically less than a minute). In case of an SRI outage, this will negatively impact the CU operation.
In addition, the fact that there are two Earth-satellite paths involved between the CU and the UE, may also negatively impacts all CU-DU-split-based architecture options with respects to all others also in terms of outage: the outage probability of these architectures depends on the combined outage probability on both links. This will depend on the performance of the SRI.
Using multiple Earth-satellite links to transport the same F1 interface by exploiting SCTP multi-homing, or multiple SCTP associations between CU and DU, might possibly mitigate the SRI unavailability due to outage or gateway switching at the cost of additional latency. This would be a trade-off between link outage de-correlation and added latency: the further apart the Earth stations are, the more the link outages would de-correlate, thereby decreasing the combined link outage, but the total distance to the CU (hence the F1 latency) would increase, thereby increasing latency.

[bookmark: _Toc6470772]8.4.3	Applicability of Xn to NTNs
[bookmark: _Toc6470773]8.4.3.1	List of Current Xn Functions
Editor’s note: We will refer to the list of Xn-C and Xn-U functions currently defined in TS 38.420 [11], and we will analyse these for the cases of inter-satellite Xn and satellite-Earth Xn.

[bookmark: _Toc6470774]8.4.3.2	Inter-Satellite Xn
UE mobility management for inter-satellite Xn seems beneficial, of course under the assumption that both satellite-gNBs connect to the same AMF pool. Purely from an architecture point of view, NR-NR DC is not precluded (with one satellite acting as Master and the other as Secondary), although further analysis would be needed (e.g. on RRC aspects, out of RAN3 scope) before concluding that NR-NR DC is supported. Energy saving is also not precluded purely from an architecture point of view, although in this case there seems to be some benefit, with one satellite notifying another of cell activation/deactivation as part of e.g. constellation reconfiguration.
Xn-U functions are applicable to mobility and DC, so the same considerations apply.
From the above it descends that inter-satellite Xn seems beneficial, although further analysis may be needed to assess the feasibility of NR-NR DC in such a scenario.

[bookmark: _Toc6470775]8.4.3.3	On ground NTN-terrestrial Xn
This would support Xn-based UE mobility and NR-NR DC features between on ground NTN gNB and a terrestrial gNB, requires that both types of gNB connects to the same AMF pool.
Another feature is the support of Earth-satellite cell activation/deactivation notification over Xn. For example, a terrestrial gNB may notify a satellite covering the same area that it is switching off one or more of its cells, and the satellite may decide to “take over” the corresponding coverage area, and vice versa.
However the benefits of these features is FFS.

[bookmark: _Toc6470776]8.4.3.4	Transporting Xn over SRI
Transporting Xn over an Earth-satellite link between on board NTN gNB and terrestrial gNB has challenges.
For example, in a LEO scenario, when a satellite moves below the horizon, all its Xn interfaces to terrestrial gNBs will become unavailable, and this may trigger subsequent actions at application protocol and/or SCTP level in the relevant terrestrial gNBs. The opposite will happen when the satellite appears at the horizon: Xn setups may be triggered to some terrestrial gNBs. This creates a technical issue, as it will lead to CP signalling surges corresponding to changes in visibility of the LEO satellites.
Furthermore depending on the outage performance of the SRI, Xn may become unavailable for some periods of time. This may trigger interface re-establishment toward all corresponding terrestrial gNBs, generating CP signalling surges at every outage event. This would happen for all Xn interface terminated in the on board NTN -gNB impacted by the outage event.
Therefore the benefit of this configuration is FFS.

[bookmark: _Toc6470777]8.5.		Network Identities Handling
[bookmark: _Toc6470778]8.5.1		General
One of the most basic assumptions in the design of terrestrial radio access networks is that the RAN is stationary, and the UE moves. All network design choices, from physical layer parameters to network identities, have been specified with the above assumption in mind. When studying NTNs, however, the RAN is not necessarily stationary any more, depending on the type of satellite system (e.g. GEO vs. non-GEO). Examples of geometrical coverages of a satellite are given in [TR 22.822 Rel-16].
[bookmark: _Toc6470779]8.5.2	GEO based NTN (Scenario A and B)
Geostationary satellites are closer to the case of terrestrial RAN since they do not move with respect to their geographical coverage area. As far as network identities are concerned (e.g. gNB IDs, cell IDs, TAC, etc.), they do not seem to pose any additional issues with respect to the case of terrestrial RAN.
[bookmark: _Toc6470780]8.5.3	Non-GEO based NTN (Scenario C and D)
Non-GEO satellites (LEO, MEO and HEO), on the other hand, may provide additional challenges, because their coverage may move due to their orbital movement. One of the consequences, for example, is that mobility actions by the network will result from the combination of satellite movement and UE movement.
As the satellite moves across the geographical area of interest, its satellite beams will cover different portions of that area. The following scenarios could be envisaged for associating logical network identifiers to physical satellite beams:
1. The association between physical satellite beams and logical cells is continuously reconfigured so that the same gNB ID, cell ID and TAC are always associated to the same geographical area (“Stationary identifiers on ground”);
2. The association between physical satellite beams and logical cells is fixed, so that the gNB ID, cell ID and TAC follow the satellite beam(s) and “sweep” across the coverage area (“Moving identifiers on ground”).
Notice that in both cases the required configuration is internal to the gNB (satellite system) serving the concerned cells.
In both cases, once the satellite moves out of coverage (e.g. below the horizon), the corresponding cell network identifier(s) will become unavailable in the coverage area. This may trigger multiple NG and/or Xn setup or configuration update procedures toward the rest of the RAN. This may be critical when comparing the different architecture options. Ephemeris information could assist decisions to trigger interface setup and/or configuration updates.
[bookmark: _Toc6470781]8.5.3.1		Stationary Identifiers on ground
A stationary UE on the ground will always be covered by the same cell identifiers in the same position (similarly to the terrestrial network scenario). This is only possible for earth-fixed beams. Depending on how closely the granularity of the satellite beams enables to contour the desired coverage area, there could be slight variations in coverage. However, apart from the frequent NG and/or Xn setup or configuration update, it seems there would be no other impact. 
[bookmark: _Toc6470782]8.5.3.2		Moving Identifiers on ground
A stationary UE on the ground will be covered by different cell identifiers in the same position, according to the satellite motion.  The moving satellite is likely to provide multiple cells, which will all move together; therefore, their respective neighbour relations will remain unchanged with respect to the satellite motion. However relative position between satellites may vary so that PCI confusion is possible. If the same frequency is used by the NTN and Terrestrial Network at a given location, then this may cause PCI confusion as well.
[bookmark: _Toc6470783]8.5.3.3		Possible Implications on Neighbour Relationships
[bookmark: _Hlk2270770]One aspect to further consider is what happens with respect to fixed (e.g. terrestrial) RAN nodes: in principle, the neighbour relation between two cells belonging to respectively a fixed RAN and a moving RAN or to two different moving RAN keeps changing reusing current mechanisms such as e.g. ANR between a fixed RAN and a moving RAN.
[bookmark: _Toc6470784]8.5.3.4		Possible PCI Conflicts
Moving cells can create PCI conflicts, namely PCI collisions (when two cells with the same PCI become direct neighbours) and PCI confusion (when two cells with same PCI become neighbours of one cell). The result of those PCI conflicts can be radio link failures (PCI collision) or handover failures (PCI confusion). Unfortunately, it is not always possible to detect that the root cause of those failures were a PCI problem, and not another mobility problem. PCI problems can be avoided by two principle methods
· If there are less cells than PCIs, then we can certainly assign unique PCIs. Similarly, if we can partition the cells into groups, where we can guarantee that groups are sufficiently spatially separated, we can partition the PCIs appropriately and assign unique PCIs within the groups.
· In case it is difficult to assign unique PCIs within the groups, it may require to regularly verify whether the PCI allocation is still appropriate and re-plan PCIs otherwise. For NTN architecture with gNB-CU on ground, the Xn interface can help the gNB-CU to detect the PCI collision and the PCI confusion. For NTN architecture option with gNB on satellite, the Xn over ISL is needed for satellite gNB to detect the PCI collision and the PCU confusion.
In some scenarios, the NTN cell may need to change PCI. For example, in case a gNB-CU change with gNB-DU on satellite, the NTN cell may have to change PCI in order to force a handover procedure, which is used to reconfigure the UE with new parameters generated by the new gNB-CU. In these scenarios, a NTN cell may need to be preconfigured with multiple PCIs, i.e. to be used with different gNB-CUs. Alternatively, the gNB-CU may reconfigure the new PCI.
Existing Xn interface and F1 interface can be reused for distributed PCI selection and PCI reconfiguration.

[bookmark: _Toc6470785]8.6	User Location
A non-terrestrial network may provide global, or multi-country coverage. This imposes new challenges as compared to the terrestrial networks. For example, different policies may apply in different countries. The policies are enforced while the UE is in RRC CONNECTED mode. 
The coverage area of one satellite beam may cover (parts of or) more than one country at times, while the satellite field of view may be larger than a country.
The User Location Information, i.e. NTN cell id, may not provide sufficient accuracy to the network to ensure that the right, country-specific policies can be applied. A more accurate UE location determination scheme for RRC CONNECTED UE may be needed to enforce country-specific policies.

[bookmark: _Toc6470786]8.7		UE Mobility Aspects
[bookmark: _Toc6470787]8.7.1	Architecture Classification
In the following sections, the architecture options previously described will be referred to as follows:
1. Transparent based non-terrestrial access network (Sec. 5.1);
2. Regenerative satellite and split gNB (Sec. 5.3.2);
3. Regenerative satellite and on-board gNB(s) (Sec. 5.2.1);
4. Regenerative satellite with Inter-Satellite Links (ISLs), gNB processed payload (Sec. 5.2.1);
5. gNB processed payload, Relay-like architecture (Sec. 5.3.3).
[bookmark: _Toc6470788]8.7.2	Intra-gNB Mobility (“Monolithic gNB”)
In this case, all necessary signalling is confined to within the gNB, with no signalling impact on NG or Xn. For the case of “monolithic” gNB, this is supported without any standards impact by Architectures 1, 3, 4, and 5.
[bookmark: _Toc6470789]8.7.3	Intra-DU Mobility
In this case, all necessary signalling is confined to within the DU, with no signalling impact on F1. This is supported by Architecture 2 without any standards impact.
[bookmark: _Toc6470790]8.7.4	Intra-gNB/Inter-DU Mobility
This is supported by current inter-DU mobility. In Architecture option 2, the F1 signalling is transferred over SRI. 
Single logic DU across multiple satellites is precluded.
[bookmark: _Toc6470791]8.7.5	Inter-gNB Mobility
[bookmark: _Toc6470792]8.7.5.1	Xn Mobility
For Architectures 1 and 2, Xn interfaces (if present) are terminated at the ground station; in these cases, Xn mobility is possible without any standards impact.
There is no Xn in Architecture 3, so in this case it is not possible to support Xn mobility.
For Architecture 4, Xn mobility is only possible between satellite-hosted gNBs.
Some further observations should be made on the issue of Xn mobility involving NTNs. In current NG-RAN specifications, Xn mobility is the mechanism of choice when moving between neighbour cells, ensuring the best performance and with minimal core network involvement thanks to the use of a “horizontal” interface, Xn. When considering NTNs, the concept of neighbour cells is going to be different, and at least two different cases should be considered:
a) Two “neighbour” cells belonging to NTNs;
b) Two “neighbour” cells, of which one is served by a terrestrial RAN, and the other by an NTN.
For the first case, if the two cells are served by two different logical nodes (e.g. satellites) within the NTN, it seems possible to set up Xn and use it for Xn mobility. This is indeed the case with Arch. 4, in which Xn would be transported on ISLs.
For the second case, the Xn-based mobility is only possible if an Xn exists between the NTN gNB and terrestrial gNB. 
Architecture 5 (relay-like, Xn is terminated in the satellite but goes through the NTN-donor) seems to suffer from this problem. Therefore, in theory Arch. 5 supports Xn mobility between satellite-gNBs and terrestrial gNBs, but its performance seems questionable due to the above observations.
[bookmark: _Toc6470793]8.7.5.2	Mobility through the 5GC
In Architectures 1 and 2, NG is terminated at the ground station; in these cases, mobility through the CN is supported without any standards impact.
In Architectures 3, 4 and 5, NG is terminated at the satellite, so NG traffic needs to be transported over the SRI: mobility through the CN is possible.

[bookmark: _Toc6470794]8.7.6	Mobility due to interface change
In this case, the UE mobility (hand-over) is due to the change of the interface, for example, when the satellite moves out of the coverage of current radio network node on the ground, and the UE connects to either a new radio network node on the ground or a new network node on board the satellite.
· In Architecture Option 1, 3, 4 and 5, this means the change of AMF.
· In Architecture Option 2, this means the change of gNB-CU.
Due to the change of interface, all UEs need to be handover to new network node (i.e. AMF in Architecture Option 1, 3, 4 and 5, gNB-CU in Option 2). Handover all connected UEs in a short period can cause significant signalling load. Further study is needed.
For Mobility due to interface change, it may cause significant signalling load in all architecture options. Further study is needed.

[bookmark: _Toc6470795]8.7.6.1	Architecture option with gNB on board satellite 
To mitigate the signalling load issue during the mobility due to NG interface change, a possible option is the Satellite implements two logical gNBs (e.g. gNB1 and gNB2). gNB1 connect to AMF1, and gNB2 connect to AMF2. gNB1 and gNB2 can share the same resource and UE context.
Since gNB1 and gNB2 are collocated in the same satellite and can share the resource, it can be assumed that same resource is used to serve the UE when the UE is handover from gNB1 to gNB2. So it may be possible to avoid the Handover Resource Allocation procedure. Current Handover Resource Allocation procedure allows the target AMF to update some UE context, e.g. the NG-U UL F-TEID. If Handover Resource Allocation procedure is not performed, the updated UE context may need to be sent from AMF to gNB1, then to gNB2 via an interface on board the satellite.
Using AMF re-allocation might be another option.
This sub-clause illustrated one possible option to mitigate the interface change with high load management, other implementation are not precluded.

[bookmark: _Toc6470796]8.7.6.2	Architecture option with gNB-DU on board satellite
To mitigate the signalling load issue during the mobility due to F1 interface change, a possible option is the satellite implements 2 logical DUs (e.g. DU1 and DU2). DU1 connect to CU1, and DU2 connect to CU2.  DU1 and DU2 can share the same resource and UE context. 
Since DU1 and DU2 are collocated in the same satellite and can share the same resource, it can be assumed that the same resource keeps serving the UE when it is handover from DU1 to DU2. In that way it may be possible to avoid the F1 UE Context Setup procedure during inter-DU handover. Current F1 UE Context Setup procedure allows the target CU to update some F1AP UE context, e.g. gNB-CU UE F1AP ID, etc. If F1 UE Context Setup procedure is not performed, the updated F1AP UE context may need to be sent from CU to DU1, then to DU2 via an interface on board the satellite’. 
One possible call flow is shown as below.


Figure 8.7-1: CU change example

· DU1 setup F1 with CU1. DU2 setup F1 with CU2. UEs are served by DU1/CU1.
· Step 1: CU1 determines the need to initiate handover preparation procedure for all connected UEs. CU1 send Xn Handover Request message to CU2. The Xn Handover Request message includes an indication that the handover is triggered due to CU switch, and a container for UE F1AP context. By this indication, CU2 will not send F1AP UE CONTEXT REQUEST to target DU. 
· Step 2: The Xn Handover Request Acknowledge message includes a container for the updated F1AP context, e.g. CU2 may allocate a new gNB-CU UE F1AP ID.
· Step 3: CU1 forward the RRC Reconfiguration message to DU1. CU1 also include the new updated F1AP context. By implementation method, DU2 know the F1AP context to be used with CU2.
· Step 4: DU1 forward the RRC Reconfiguration message to UE
· Step 5: UE send RRC Reconfiguration Complete message to DU2
· Step 6: DU2 forward the RRC Reconfiguration Complete message to CU2. The normal handover procedure continues. 
This sub-clause illustrated one possible option to mitigate the interface change with high load management, other implementation are not precluded.

[bookmark: _Toc6470797]8.7.7	Summary
The table below summarises the applicability of hand-over procedures for different NTN architectures.

Editors note: The details in the summary table is FFS. 
Table 8.7-2 Mobility support for the various NTN architectures.
	
	Arch. 1
	Arch. 2
	Arch. 3
	Arch. 4
	Arch. 5

	Intra-gNB mobility (“monolithic” gNB)
	Supported, no standards impact
	Does not apply
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact

	Intra-DU mobility
	Does not apply
	Supported, no standards impact
	Does not apply
	Does not apply
	Does not apply

	Inter-DU mobility
	Does not apply
	Supported, no standards impact
	Does not apply
	Does not apply
	Does not apply

	Xn mobility
	Supported, no standards impact
	Supported, no standards impact
	Not supported
	Supported if Xn exists
	Possible in theory, but performance seems questionable

	Mobility through the 5GC
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact


Table 8.7-2 Mobility support for the various architectures.

[bookmark: _Toc6470798]8.8		Feeder link switch over
[bookmark: _Toc6470799]8.8.1		Principles
During NTN operation, it may become necessary to switch the feeder link (SRI) between different NTN GWs toward the same satellite. This may be due to e.g. maintenance, traffic offloading, or (for LEO) due to the satellite moving out of visibility with respect to the current NTN GW. The switchover should be performed without causing service disruption to the served UEs. This can be done in different ways according to the NTN architecture option deployed.
[bookmark: _Toc6470800]8.8.1.1	Transparent Satellite
The switchover relies on the temporary overlap of cells from the gNBs located at the old and the new NTN GWs. The UEs are then handed over from the old to the new gNB, before the old gNB detaches from the satellite. It is a prerequisite that the cells from the new gNB are seen as neighbours by the old gNB, hence Xn needs to be up and running between the two gNBs. Furthermore, the whole process (from UEs measuring the new cells to handover completion) needs to take place before the old gNB detaches from the satellite (potentially critical for the LEO case).
It may be beneficial for the two gNBs to exchange information at Xn Setup and/or NG-RAN Node Configuration Update about the satellite(s) potentially involved, for example:
· A list of satellites to which the gNB connects;
· For each satellite in the list, an ID, a list of cell(s) from the gNB which is served through the satellite, and the ephemeris data for the satellite.

[bookmark: _Toc6470801]8.8.1.2	Regenerative Satellite, Split gNB
The switchover can be supported for this architecture option only if the gNB-CU on the ground is centralized. In this case, both NTN GWs are part of the TNL transporting the F1 interface between the gNB-DU on the satellite and the centralized gNB-CU. The switchover is then equivalent to adding/removing an SCTP association between the CU and the DU. According to current specifications, this is triggered from the gNB-CU. 
Option A: The DU may signal, at F1 Setup and/or DU Configuration Update, the relevant satellite information (e.g. satellite ID, ephemeris data); the CU may take it into consideration when configuring the TNL.
Option B: The CU may take into consideration, the relevant satellite information (e.g. satellite ID, ephemeris data) when configuring the TNL transporting the F1 interface.

[bookmark: _Toc6470802]8.8.1.3	Regenerative Satellite, gNB on board
In this case, both NTN GWs are part of the TNL transporting the F1 NG interface between the gNB on the satellite and the AMF. The switchover is then equivalent to adding/removing an SCTP association between the gNB and the AMF. According to current specifications, this is triggered from the AMF. The gNB may signal, at NG Setup and/or RAN Configuration Update, the relevant satellite information (e.g. satellite ID, ephemeris data); the AMF may take it into consideration when configuring the TNL.


[bookmark: _Toc6470803]8.8.2		Procedures (FFS)
[bookmark: _Toc6470804]8.8.2.1	Transparent payload case
The switchover may be predictable (e.g. based on the LEO satellite ephemeris information and NTN GWs location) or event-triggered (e.g. for maintenance). In this case, it could be beneficial to introduce a dedicated, non-UE-associated Xn procedure (Satellite Connection Request) to signal from the old to the new gNB that it should connect to the specified satellite, optionally including the list of cells served through the satellite.



Figure 8.8.2-1: Feeder link switch over procedure for transparent LEO satellite (Scenario C2)

This above described procedure allows a soft switch procedure.
Alternatively, a hard switch procedure could be considered to allow for no simultaneous connectivity between satellite and the 2 NTN-GWs.
This would require to prepare and execute the hand-over precisely using ephemeris data and accurate time information.

[bookmark: _Toc6470805]8.8.2.2	Regenerative payload case (gNB on board)
As the LEO satellite moves out a specific geographic area, the satellite may be out of the serving area of the NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:
Case 1: the satellite remains in the coverage area of current AMF.
To use the new NTN Gateway for the SCTP with the current AMF, the satellite/gNB has to use a new IP address that is anchored in the NTN Gateway. The satellite/gNB could use the multiple TNLAs by adding the new SCTP IP address then remove the old SCTP IP address. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current AMF using the current IP address. The NG interface remains unaffected after the satellite/gNB connects to current AMF via the new NTN Gateway.
· Considering that NTN-GW is transport network node, this case can be supported by existing NG procedure (set-up, configuration update, etc..) without modification

Case 2: the satellite moves into a coverage of a new AMF.
The satellite/gNB need to setup the connection with a new AMF.
· How to handle the NG connection with the old AMF?
There is no NG release procedure. It is unclear whether the gNB/AMF can use the indication from the SCTP layer, e.g. the satellite/gNB initiates a SCTP Shutdown before it leaves the old AMF. This should be treated differently than the abnormal case, e.g. satellite/gNB lost the connection with the AMF due to bad satellite radio connection. Since the satellite/gNB will connect to the same AMF in the near future, there may be no need to release the NG.
· Therefore we may enhance the NG procedure for example the satellite/gNB and AMF may suspend the NG interface and keep the application level configuration data when the satellite/gNB leaves, then resume the NG interface when the satellite/gNB connects to the same AMF later.
· How to setup the NG connection with the new AMF?
A gNB can setup NG connection with multiple AMFs. So it is possible that the satellite/gNB setup the NG with the new AMF, while still keep the NG with the old AMF.
· No impact to NG procedure is expected

[bookmark: _Toc6470806]8.8.2.3	Regenerative payload case (gNB split)
As the LEO satellite moves out of a specific geographic area, the satellite/gNB-DU loose the connection with current NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:
Case 1: the satellite remains in the coverage area of current gNB-CU.
To use the new NTN Gateway for the SCTP with the current gNB-CU, the satellite/gNB-DU has to use a new IP address that is anchored in the NTN Gateway. The satellite/gNB-DU could use the multiple TNLAs by adding the new SCTP IP address then remove the old SCTP IP address. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB-DU may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current gNB-CU using the current IP address. The F1 interface remains unaffected after the satellite/gNB-DU connects to current gNB-CU via the new NTN Gateway.
· Considering that NTN-GW is transport network node, this case can be supported by existing F1 procedure (set-up, configuration update, etc..) without modification

Case 2: the satellite moves into a coverage of a new gNB-CU.
The satellite/gNB-DU need to setup the new F1 with the new gNB-CU. There are some issues that need to be further studied:
· Issue 1: How to handle the F1 connection with the old gNB-CU?
There is no F1 release procedure. It is unclear whether the gNB-CU/DU can use the indication from the SCTP layer, e.g. the satellite/gNB-DU initiates a SCTP Shutdown before it leaves the old gNB-CU. This should be treated differently than the abnormal case, e.g. satellite/gNB-DU lost the connection with the gNB-CU due to bad satellite radio connection. Since the satellite/gNB-DU will connect to the same CU in the near future, there may be no need to release the F1. Instead, the satellite/gNB-DU and gNB-CU may suspend the F1 interface and keep the application level configuration data when the satellite/gNB-DU leaves, then resume the F1 interface when the satellite/gNB-DU connects to the same gNB-CU later.
· Therefore we may enhance the F1 procedure for example the satellite/gNB-DU and CU may suspend the F1 interface and keep the application level configuration data when the satellite/gNB-DU leaves, then resume the F1 interface when the satellite/gNB-DU connects to the same CU later.

· Issue 2: how to setup the F1 connection with the new gNB-CU?
According to current F1AP, one DU can only connect to one CU. It is not possible for the DU to setup the F1 with the new CU, while still keep the F1 with the old CU. One possibility is to have 2 DUs on the satellite. While the 1st DU connects to the old gNB-CU, the 2nd DU setup the connection with the new gNB-CU. FFS
· No impact to F1 procedure is expected

[bookmark: _Toc6470807]8.9 Operations & Maintenance (O&M)
The Non-Terrestrial Networks architecture shall fulfil the O&M requirements on transport of O&M information between the Management System on the ground and Non-Terrestrial Node(s) on the satellite. 
If possible, the software (or upgrade) should be ensured.

Referring to the architecture scenarios sub-clause 8.7.1:

Editor’s note: The details in the summary table is FFS. 
Table 8.9-1 O&M support for the various architectures.
	
	Arch. 1
	Arch. 2
	Arch. 3
	Arch. 4
	Arch. 5

	Transport of O&M information
	Supported, no standards impact 
– 
Minimum (Alarm)
	Supported, no standards impact 
– 
Full O&M 
	Supported, no standards impact 
– 
Full O&M
	Supported, no standards impact 
– 
Full O&M
	Does not apply
(FFS)

	Hardware maintenance
	Not supported – 

	Not supported
	Not supported
	Not supported
	Not supported (FFS)

	Software maintenance
	Supported, 
	Supported, 

	Supported, 

	Supported, 

	Not supported (FFS)


Note: the hardware maintenance and the software maintenance in case of Arch.1 should be rare.

[bookmark: _Toc6470808]8.10 Ephemeris
Satellite ephemeris information may be used to predict feeder link switchover occurrences, mobility management events (idle and connected mode), radio resource management, as well as pre/post compensation of common delay/Doppler shift/variation in NTN based NG-RAN. 
The satellite ephemeris information may also be beneficial to 5GC, e.g. mobility management. 
There may be an OAM requirement to configure the satellite ephemeris information in the RAN and CN. The ephemeris information can be expressed in an ASCII file using Two-Line Element (TLE) format, which is a de facto standard.  
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3. AMF Store the UE location 
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