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1
Introduction
In RAN3#103bis, a TP on solution for load management was agreed [1]. And, potential open issue was also captured in [2]. However, high level overview seems to be still missing; (1) over which interface, (2) in which direction, (3) what load information to be reported. Thus, this contribution discusses and proposes on these aspects.
2
Discussion
2.1 Previous discussion

In [2], following potential open issues were captured in [2].
---------------------------Start of quotation form [2]-------------------------
Potential open issues are,
1. The architectural aspect for MLB. The candidate solutions are introduced as distributed, centralized and hybrid approaches. (Details are given in [1].)
2. Load definition. Whether the load information is on a per Cell/Beam/Slice/QoS basis. ([2] [4] [5])
3. Load reporting. Whether to reuse the LTE X2-like load reporting procedure in NR.
4. Load reporting indicates load information for UL carrier and SUL carrier separately.

5. Load coordination with MR-DC scenario considered. ([3])
6. Other optimization
---------------------------End of quotation from [2]-------------------------
Considering to specify load reporting in RAN3 (in WI phase), following three elements needs to be addressed at least; (1) over which interface, (2) in which direction, (3) what load information to be reported (related to “2” above).

Observation 1: To specify load reporting in RAN3, following three elements needs to be clarified; (1) over which interface, (2) in which direction, (3) what load information to be reported.

And, following TP was agreed as [1] in RAN3#103bis.
---------------------------Start of quotation form [1]-------------------------
5.4.2 
Solution description

Editor Note: Capture the solutions for the use case, including the procedure for configuration and collection of measurements, necessary procedures and information exchange required for the solution, as well as comparison and evaluation on potential alternative solutions.
There are possible solutions that enable load management over X2, Xn, F1 and E1 interfaces. On X2 and Xn, the reported information should contain at least cell level load (e.g., resource utilization). Likewise, similar information is required from the gNB-DU to gNB-CU over F1 in case of disaggregated architecture. For E1, load information should also be provided from the gNB-CU-UP to the gNB-CU-CP.

Furthermore, which procedure (i.e. new, reuse of existing one) and the periodicity (i.e. periodic reporting, event-triggered) needs to be considered.

---------------------------End of quotation from [1]-------------------------
Following table summarizes above with the three aspects.

Table 1: Summary of agreed TP [1]

	(1) over which interface
	(2) in which direction
	(3) what load information to be reported (a tleast)

	X2
	?
	cell level load (e.g., resource utilization)

(Note that other information is TBD.)

	Xn
	?
	

	F1
	gNB-DU(gNB-CU
	?

	E1
	gNB-CU-UP(gNB-CU-CP
	?


Considering above table, RAN3 needs to further work on these three aspects at first.

Observation 2: RAN3 needs to address the three aspects at first 
2.2 [X2/Xn] Load reporting direction
On X2, on relation to NR, this interface is only used for EN-DC. As mentioned in [3], following use case is assumed.

---------------------------Start of quotation from [3]-------------------------
“Use case 1: To provide the knowledge of the load of NR carriers to eNB in order to configure the less loaded NR carrier(s) as UE’s measurement object(s) ( since NR cells from the less loaded NR carrier is likely to provide higher throughputs.)

Use case 2: To provide the knowledge of the load of NR cells to eNB/gNB-CU in order to configure possible cell(s) achieving higher throughput (since it will impact the throughput which can be provided to the UE).”

---------------------------End of quotation from [3]-------------------------
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Figure 1. Overall procedure for configuring EN-DC in[3]

Considering above, load reporting only from gNB to eNB is required on X2.

Observation 3: For X2, unidirectional load reporting (i.e. only from gNB to eNB) is required considering EN-DC use case. 
On Xn, the situation is different. Firstly, there would be two type of nodes (i.e. ng-eNB and gNB), which terminates Xn. And, both nodes can have target cell of HO. Furthermore, both nodes can be either MN or SN considering MR-DC with 5GC. Thus, to achieve appropriate load management, bi-directional reporting is required.

Observation 4: For Xn, bidirectional load reporting (i.e.  from/to ng-eNB/gNB) is required considering SA and MR-DC with 5GC use case. 
Thus, following proposal is obtained.
Proposal 1: RAN3 to clarify (1) for X2, unidirectional load reporting (i.e. only from gNB to eNB) and (2) for Xn, bidirectional load reporting (i.e.  from/to ng-eNB/gNB) needs to be supported. 
2.3 [All interface] Load information
On load reporting, what load information to be reported is important to achieve proper load management. As mentioned in previous section and [3], at least, cell level load information is essential over X2 and F1. (And, same story would be applied for Xn.)

Observation 5: Considering use cases (including EN-DC), cell level load information is essential not only for X2/Xn but also F1 at least.
Then the question would be whether other load information is required. One of the biggest change from LTE would be the beam management. Then, if the nodes (i.e. eNB/ng-eNB/gNB/gNB-CU) can obtain the knowledge on the load of each beam, the nodes may able to achieve more appropriate and finer load management as mentioned in [4].

Observation 6: To achieve more appropriate and finer load management between beams, beam level load information would be beneficial (from gNB-DU/gNB to others).
Thus, following proposal is obtained.
Proposal 2: RAN3 to support both cell level and beam level load information via X2, Xn and F1, where beam level load is reported from gNB-DU/gNB to others. 
On the other hand, gNB-CU-CP/gNB-CU-UP cannot report such load information as they may not have either cell based or beam based resources. Thus, they need to report per equipment load information (i.e. similar with Hardware Load in LTE). Then, the question would be how to propagate them via X2/Xn. There would be several approaches.

Option 1: gNB-CU-CP increases cell/beam level load information if the Hardware load of gNB-CU-CP or gNB-CU-UP is high.

On this approach, gNB-CU-CP needs to translate the Hardware load of gNB-CU-CP or gNB-CU-UP properly to cell/beam load. It implies for gNB-CU-CP to calculate how much the its load affects cell/beam load. However, it may not be possible as they may not have per cell/beam resource.

Option 2: gNB-CU-CP reports the Hardware load of gNB-CU-CP and gNB-CU-UP independently.

On this approach, gNB-CU-CP will report the load of each node independently and then the peer node will judge how to treat them. However, it may be difficult for the peer node to know what situation the entire gNB suffers. For example, if one gNB-CU-UP is under high load but other gNB-CU-UPs are not, is the peer node really allowed to move some UEs to the gNB? Which gNB-CU-UP is used for a UE is totally up to gNB-CU-CP. So, the peer node cannot make any good decision on it.

Option 3: gNB-CU-CP reports one Hardware load merged with the one of gNB-CU-CP and gNB-CU-UP.

On this approach, gNB-CU-CP will merge the load of each node to allow the peer node to identify the load situation of the node easily. So, this approach would be preferable.
Observation 7: Based on the fact that gNB-CU-CP/UP may not have either cell based or beam based resources, X2/Xn/E1 needs to support per equipment load information (i.e. similar with Hardware Load in LTE) at least. On X2/Xn, the reported hardware load should be the one value merging the hardware load of gNB-CU-CP and gNB-CU-UPs.

Proposal 3: RAN3 to support hardware load via X2, Xn and F1 at least, where the reported hardware load via X2/Xn should be the one value merging the hardware load of gNB-CU-CP and gNB-CU-UPs. 
3
Conclusion
This contribution discusses and proposes high level overview of load management (1) over which interface, (2) in which direction, (3) what load information to be reported.

Following observations and proposals are obtained.

Observation 1: To specify load reporting in RAN3, following three elements needs to be clarified; (1) over which interface, (2) in which direction, (3) what load information to be reported.

Observation 2: RAN3 needs to address the three aspects at first 
Observation 3: For X2, unidirectional load reporting (i.e. only from gNB to eNB) is required considering EN-DC use case. 
Observation 4: For Xn, bidirectional load reporting (i.e.  from/to ng-eNB/gNB) is required considering SA and MR-DC with 5GC use case. 
Proposal 1: RAN3 to clarify (1) for X2, unidirectional load reporting (i.e. only from gNB to eNB) and (2) for Xn, bidirectional load reporting (i.e.  from/to ng-eNB/gNB) needs to be supported. 
Observation 5: Considering use cases (including EN-DC), cell level load information is essential not only for X2/Xn but also F1 at least.
Observation 6: To achieve more appropriate and finer load management between beams, beam level load information would be beneficial (from gNB-DU/gNB to others).
Proposal 2: RAN3 to support both cell level and beam level load information via X2, Xn and F1, where beam level load is reported from gNB-DU/gNB to others. 
Observation 7: Based on the fact that gNB-CU-CP/UP may not have either cell based or beam based resources, X2/Xn/E1 needs to support per equipment load information (i.e. similar with Hardware Load in LTE) at least. On X2/Xn, the reported hardware load should be the one value merging the hardware load of gNB-CU-CP and gNB-CU-UPs.

Proposal 3: RAN3 to support hardware load via X2, Xn and F1 at least, where the reported hardware load via X2/Xn should be the one value merging the hardware load of gNB-CU-CP and gNB-CU-UPs. 
Following table summarizes what is proposed. (marked as red text)
Table 2: Summary of proposal

	(1) over which interface
	(2) in which direction
	(3) what load information to be reported (at least)

	X2
	en-gNB(eNB
	-cell level load

-beam level load
-Hardware load 
(On CU-DU split, gNB-CU’s value.

On CP-UP separation, one value merging the ones of gNB-CU-CP and gNB-CU-UPs)

	Xn
	gNB(gNB
	

	
	gNB(ng-eNB
	

	
	ng-eNB(gNB
	(out of scope of this contribution but to be same with current X2 Load management.)

	
	ng-eNB( ng-eNB
	

	F1
	gNB-DU(gNB-CU
	-cell level load

-beam level load

	E1
	gNB-CU-UP(gNB-CU-CP
	-Hardware load


The corrensponding TP is in the Annex.
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-------------------------Unchanged sections are omitted-------------------------
5.4.2 
Solution description

Editor Note: Capture the solutions for the use case, including the procedure for configuration and collection of measurements, necessary procedures and information exchange required for the solution, as well as comparison and evaluation on potential alternative solutions.
There are possible solutions that enable load management over X2, Xn, F1 and E1 interfaces. On X2 and Xn, the reported information should contain at least cell level load (e.g., resource utilization). Likewise, similar information is required from the gNB-DU to gNB-CU over F1 in case of disaggregated architecture. For E1, load information should also be provided from the gNB-CU-UP to the gNB-CU-CP.

Furthermore, which procedure (i.e. new, reuse of existing one) and the periodicity (i.e. periodic reporting, event-triggered) needs to be considered.

5.4.3 
Conclusion

Load reporting function over X2, Xn, F1 and E1 interfaces should be supported. The required reporting direction and load information are shown in following table.
Table 5.4.3-1: Required reporting direction and load information
	Interface
	Direction
	Load information (note 1)

	X2
	en-gNB(eNB
	-
Cell Level Load;

-
Beam Level Load;

-
Hardware Load (note 2).

	Xn
	gNB(gNB
	

	
	gNB(ng-eNB
	

	
	ng-eNB(gNB
	To be same with current X2 load management

	
	ng-eNB( ng-eNB
	

	F1
	gNB-DU(gNB-CU
	-
Cell Level Load;

-
Beam Level Load.

	E1
	gNB-CU-UP(gNB-CU-CP
	-
Hardware Load.

	NOTE 1:
Further load information may be considered in normative phase, if justified.
NOTE 2:
On CU-DU split, gNB-CU’s value. On CP-UP separation, one value merging the ones of gNB-CU-CP and gNB-CU-UPs.


-------------------------Unchanged sections are omitted-------------------------
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