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1. Introduction
According to the latest conclusions from TR38.821 such as:
“If the satellite hosts more than one gNB, the same SRI will transport all the corresponding NG interface instances.”
“If the satellite hosts more than one DU, the same SRI will transport all the corresponding F1 interface instances.”
“ISL can transport:

· Xn interface signalling packets and enable coordination between gNBs on board adjacent satellites, and especially to support UE mobility, from a source gNB to a target gNB. (FFS)

· Data packets, in case traffic functions are hosted on board the satellites. (FFS)

· NG interface signalling packets

· F1 interface signalling packets”
Hence, both SRI and ISL can support transporting multiple NG and F1 interface instances, and ISL can also support transporting Xn interface instance. However, it has not been fully discussed yet why SRI cannot transport Xn interface instances, if configured. In this contribution, we shall further discuss the issue of supporting Xn Interface over NTN transport links.
2. Discussion

There are two major NTN transport links over the air so far, i.e. SRI and ISL.
According to the sub-sections 8.4.1.1 (Characteristics of SRI on the feeder link) and 8.4.1.2 (Characteristics of Inter Satellite link), it has been shown that both SRI and ISL can provide availability probability of 99.999%. The propagation delay for SRI ranges from 6 ms (LEO at 600 km and 10° elevation) to ~136 ms (GEO at 35788 km and 10° elevation), hence we may take 10ms as typical value for LEO case. The propagation delay for ISL is constellation specific and values around 10ms may be considered as typical. Therefore, from the transport link performance perspective, there is no much essential difference between SRI and ISL.
Observation 1: Up to NTN implementation and deployment, SRI and ISL can have similar availability probability and propagation delay. Therefore, from the transport link performance perspective, there is no much essential difference between SRI and ISL.
Since single satellite can host multiple gNB on board, in case of multiple Xn interface instances are configured over ISL, similar to SRI cases, we assume that the same ISL will transport all the corresponding Xn interface instances.
Proposal 1: To agree and capture that “If the satellite hosts more than one gNB, the same ISL will transport all the corresponding Xn interface instances.”
According to the sub-section 8.4.3.4 (Transporting Xn over SRI), it was stated that “Transporting Xn over an Earth-satellite link between on board NTN gNB and terrestrial gNB has challenges…”, it should be noted that there could be no direct SRI transport link between on board NTN gNB and terrestrial gNB, but there could be indirect path via NTN-GW (IP router) on ground as shown in Figure 1 below. The gNB on board always setup/maintain Xn interface with gNB on ground indirectly via NTN-GWs. As analyzed above, SRI can be equivalent to ISL in terms of transport characteristics; hence we believe SRI should be able to support transporting Xn interfaces equally well as ISL case.
Although the channel conditions for earth-space with SRI may be different from that for space-space with ISL, it is common issue for transporting NG and F1 interfaces over SRI.
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Figure1: Xn interface with gNB on ground indirectly via NTN-GW.
Proposal 2: To agree and capture that “For gNB on board, SRL can also transport Xn interface instance with gNB on ground, if configured”.

Proposal 2bis: “If the satellite hosts more than one gNB, the same SRI will transport all the corresponding Xn interface instances.”
Normally, there is small number of gNB or gNB-DU on the single satellite (e.g. <10); hence even if SRI/ISL is configured to transport all the corresponding logic interface instances, there is no much concern for the SRI/ISL transport capacity, as the number of logic interface instances is small.
As shown in Figure2 below, the NTN serving coverage of gNB on board is much larger than that of normal gNB on ground, which means for the purpose of Xn based mobility or potential DC operation, the single gNB on board may be configured to connect to hundreds of gNBs on ground at the same time. If such happens, all Xn interface instances may be on the same SRI, so there can be big requirement for the SRI transport capacity for hundreds of Xn interface instances.
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Figure2: Many Xn interface instances over single SRI with gNBs on board.

Proposal 3: In addition to availability probability and delay, the transport capacity of SRI is also worth clarifying in NTN, whether there can be many Xn interface instances being configured over that.
3. Conclusion
RAN3 is kindly asked to consider following proposals:
Proposal 1: To agree and capture that “If the satellite hosts more than one gNB, the same ISL will transport all the corresponding Xn interface instances.”
Proposal 2: To agree and capture that “For gNB on board, SRL can also transport Xn interface instance with gNB on ground, if configured”.

Proposal 2bis: “If the satellite hosts more than one gNB, the same SRI will transport all the corresponding Xn interface instances.”
Proposal 3: In addition to availability probability and delay, the transport capacity of SRI is also worth clarifying in NTN, whether there can be many Xn interface instances being configured over that.
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