[bookmark: _Hlk525882486][bookmark: _Hlk7098888]3GPP TSG-RAN WG3 #104	R3-193104
Reno, USA, 13th May – 17th May 2019	                                   

Title:	Response to R3-193051
Source:	Huawei
Agenda Item:	25.1
Document for:	Approval
Introduction
As known, SA2 has agreed to adopt two solutions for QoS monitoring on different levels of granularities, i.e., per flow, and per node. We proposed to capture them in [1]. However, another paper [2] would try to give preference on the methods.
In this paper we further discuss and analyze the requirements and solutions correspondingly.
[bookmark: _Ref178064866]Discussion
In [2]: “Conclusion 1: RAN3 has concluded that measurements of UL and DL delays between the gNB-CU-UP and gNB-DU, used for the purpose of URLLC QoS monitoring, are either available or can be derived from measurements in TS28.552.”
This conclusion 1 only addresses the average UL and DL delays between the gNB-CU-UP and gNB-DU, not the delay measurement of NG-U interface. Based on the conclusion of SA2 for QoS Monitoring (S2-1904684), RAN node provides the UL/DL packet delay measurement result of Uu interface to the PSA UPF via the N3 interface. Such packet delay measurement result includes two parts, one part is the packet delay of air interface between UE and RAN which is addressed by RAN2, and the other part is the packet delay in gNB which is addressed by RAN3.  
“With regards to latency measurements over the NG interface SA2 has agreed a solution in [3], which has been added to SA2’s TR 23.725. In both alternatives of Solution 24 latency measurements over the NG interface can be achieved without protocol impacts but rather by reusing existing mechanisms over the GTP-U protocol.” 
Solution 24 of TR 23.725 reflects the method 2 of the conclusion to solve key issue #4 as discussed in SA2, which is used to support per node level QoS Monitoring. The solution needs to revise the existing Echo request and Echo response message of N3 interface based on the discussion of SA2 as following: 
1) The packet delay of NG-U interface is calculated by the UPF based on the time stamps which are provided by RAN. So the Echo request and response messages should be enhanced to carry the time stamps by RAN.
2) RAN should provide the UL/DL packet delay measurement result of Uu interface to the PSA UPF via the N3 interface. So the Echo response message should be enhanced to carry the UL/DL packet delay measurement result of Uu interface by RAN.
“In particular, “Alternative 2” of Solution 24 (as per SA2’s TR) is an exact mirror version of the solution RAN3 agreed to be suitable for F1-U delay measurements. Namely, Alternative 2 of Solution 24 is derived from the F1-U average delay measurement defined in TS 28.552, which RAN3 acknowledged as a feasible way to measure F1-U delays in [2].”
“Alternative 2” of Solution 24 (S2-1904740) relies on the Echo request and response messages between the RAN and UPF. As described in this solution, the packet delay of NG-U measurement is obtained as: the time when receiving a GTP packet delivery status message from the gNB at the egress GTP termination, minus time when sending the same packet to gNB at the GTP ingress termination, minus feedback delay time in gNB. Some issues need to be clarified as following:
1) No GTP packet delivery status message is defined in today’s interface, so the protocol should be enhanced.
2) The delay time in gNB which defined in RAN3 is for the actual packet, but not for the Echo request and response message (The process steps are different between actual packet and Echo request/response messages in gNB). Namely, no mechanism has been defined to measure the Echo request and response message delay in gNB by RAN3. Therefore, the F1-U average delay measurement defined in TS 28.552 cannot be referenced directly.
“It its rather plausible that solutions that avoid protocol impacts should be prioritised. In particular, it needs to be pointed out that solutions requiring time stamping of NG-U packets have a considerable impact on system complexity for the following reasons:
· [bookmark: OLE_LINK8][bookmark: OLE_LINK7]These solutions require absolute time synchronisation sources to be available at many nodes in the system such as AMF and gNB-CU-UP so to achieve time synchronisation that allows correct interpretation of time stamping applied by a node. So far absolute time synchronisation sources have been needed purely for over the air synchronisation. It is believed that the impact of adding absolute time synchronisation sources in many nodes in the network is not justified when there are QoS monitoring solutions that can avoid such system change.”

The method 1 in the conclusion of SA2, which is corresponding to the solution 8 of TR 23.725, actually doesn’t rely on the absolute time synchronization among the nodes. As described in TR, the time synchronization between RAN and UPF is not mandatory. Based on the method 1, the UL/DL packet delay of NG-U interface could be obtained as RTT/2 in case of no time synchronization between RAN and UPF, which the RTT is the calculated by UPF based on the local time stamps and time stamps provided by RAN.
The method 1 also covers the time synchronized case between RAN and UPF, which could be suitable for industry case as being studied in Vertical LAN WID of SA2, e.g., Smart Factory. The UL/DL packet delay of NG-U interface could be calculated by RAN or UPF directly based on the time stamp carried with the G-PDU packets. 
·  “These solutions modify existing protocols that are used over many interfaces. Namely, there are interfaces using the impacted protocols where the added changes are of no use. This change is not justified given that there are solutions available that have no protocol impacts.”

[bookmark: _GoBack]Based on the above analysis, not only method 1 but also method 2 need RAN to carry the time stamps and/or the packet delay result of Uu interface to the UPF via the interface, so all the solutions accepted by SA2 need to enhance the specific protocol.   
 
· “These solutions attempt to derive delay measures on a per packet basis. This is unnecessary because any delay measure use for QoS is averaged. Namely, the solutions are over-engineered for the planned purpose.”
The QoS Monitoring requirements from the SA1, which are defined in the clause 6.23.2 of TS 22.261 as following:
· The 5G system shall provide a mechanism for supporting real time E2E QoS monitoring within a system.
· The 5G network shall provide an interface to application for QoS monitoring (e.g. to initiate QoS monitoring, request QoS parameters, events, logging information, etc.).
· The 5G system shall support different levels of granularity for QoS monitoring (e.g. per flow or set of flows).
· The 5G system shall support an update/ refresh rate for real time QoS monitoring within a specified time (e.g. at least 1 per second).
· The 5G system shall be able to provide real time QoS parameters and events information to an authorised application / network entity. 
NOTE: The QoS parameters to be monitored and reported can include latency (e.g. UL/DL or round trip), jitter, packet loss rate.
Based on the above requirements, the authorized application could request the 5GS to provide the real time E2E packet delay of one flow. Therefore, using the per flow level actual packet data (method 1) as the measurement packet could get more accurate packet delay result than using per node level (method 2) Echo request/response message as the measurement packet. Especially, the accurate internal process time in the UPF for the flow cannot be achieved in case of using the per node level Echo request/response message as the measurement packet. For URLLC service, this time delay cannot be omitted or estimated. 
Also the path of actual service packets of the monitoring QoS flow may be different from the path of Echo request/response message. Therefore the latency measured by the echo request/response message is not that accurate. According to the TS 29.281, an Echo Request shall not be sent more often than every 60s on each path. However, according to the requirements from the SA1, the 5GC system shall support an update/ refresh rate for real time QoS monitoring within a specified time (e.g. at least 1 per second). Therefore the solution 24 may not be able to satisfy the requirement of SA1. 
Conclusion 2: Solution 24 is a feasible solution for NG latency measurements with no protocol and system impacts. 
Based on the above analysis, it can be seen that Solution 24 needs to modify the current protocol, and this solution is not able to provide real time QoS Monitoring as per second.
Conclusion
Proposal: Proceed this topic and send LS back to SA2 in [3] to say that the solutions are possible with impact of protocols. 
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