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Introduction
In the RAN3#103bis meeting, RAN3 has discussed whether new architectural aspects for mobility load balance (MLB) should be considered in NR. In this paper we share our view on the proposed architectures for MLB in NR.
[bookmark: _Ref178064866]Discussion
Architectural aspects for MLB in NR
In the RAN3#103bis meeting, a proposal was submitted to explicitly study architectures for inter-gNB load balancing in NR [1]. Three architectures have been proposed in [1] to address inter-gNB MLB:
1. A centralized architecture 
2. A distributed architecture
3. A hybrid architecture
Centralized architecture for MLB in NR
In this solution, a centralized SON entity/node is introduced to handle handover decisions and the parameters used for adapting decision for multiple gNBs. In this architecture, load balancing decisions/actions are also handled by the centralized SON entity by sending handover command to the underlying gNBs. As such, it was suggested that the centralized SON entity would reside in a new logical RAN node (i.e., distinct from the OAM).
According to the proponents of [1], introducing a centralized entity residing in a new logical RAN node would have two main advantages:
· Avoiding non-unified load balance decisions among multi-vendor gNBs. 
· More robust against network instability caused by simultaneous operation of multiple SON features. 
However, the status of MLB for LTE is that it interoperates between different vendors (despite using a fully distributed solution). If it is claimed that differences in implementation may cause a deterioration in performance with the decentralized architecture, then the same can be said about the different implementation of the central RAN node and the RAN nodes themselves. The RAN nodes implementation may not be aligned with the handover decisions of the central node.

Wirth regards to robustness, each RAN node can be implemented to harmonize use of different SON functions, just like it is done in LTE. Such harmonization is then reflected in the whole network because a SON function cannot be applied in isolation by a node.
The proponents of  [1] also recognize that “introducing a new centralized entity would require all involved gNBs to communicate with it when the load balancing algorithm is triggered, which would require extra capability for the centralized SON node to perform fast convergence of load balancing decisions”. 
In our view, this is crucial burden to the system design. As we have already established a RAN architecture for NR consisting of gNB-CU-UP, gNB-CU-CP and gNB-DU, adding an extra node will result in an additional level of configuration, features coordination, interface signaling, interoperability testing, maintenance, costs, etc. With the current NR architecture, a CU is already in charge of potentially thousands of cells/DUs. Therefore,  it is difficult to justify the extra cost and complexity of a new node that should coordinate CUs, given the fewer number of CUs/gNBs when compared to eNBs. In addition, further splitting the RAN in yet another way seems not in line with the decision of applying a high layer split, by which we have virtualized and placed on a cloud platform a part of the RAN, to enable it to perform more complex tasks.
Therefore, we believe that introducing a new (centralized) logical RAN node to handle SON features is not well motivated and the current RAN architecture can be readily used for enabling SON features.
Observation 1 [bookmark: _Hlk6994192][bookmark: _Hlk6999654]There is not enough evidence to justify the introduction of a centralized RAN logical node/architecture for SON features in NR.

Distributed architecture for MLB in NR
The second alternative described in [1] is a distributed architecture wherein mobility parameters and handover decisions are taken by individual gNBs, following the principles of the LTE solution to load balancing and load sharing. In this case, each gNBs monitors load information in its cells, reports and/or receives load information to/from neighboring gNBs, and autonomously decides whether to modify cell reselection/ handover parameters taking into account its own load information and that of neighboring cells.
Compared to a centralized solution, this approach allows gNBs to directly communicate with each other and make faster decisions before the network reaches a loaded condition. This solution would also not require any architectural change to the current CU-DU split.
In addition, it can perform well in a multi-vendor scenario because, despite different vendors may use different load balancing algorithms, the information available to the algorithms and the optimization criteria is the same.  
Observation 2 The current RAN architecture based on CU-DU split provides all the means required to support a proper implementation of SON features in NR.

Hybrid architecture for MLB in NR
The third architecture proposed in [1] combines a centralized SON entity/node with inter-gNB communication. In the proponents intent, the SON algorithm would be “partially located in the centralized SON entity/node and partially located in gNB, and the centralized SON entity/node and gNB work together in a coordinated manner to build up the complete functionality of the use case”.
This solution would suffer the full burden, costs, and challenges of the centralized solution and require an additional level of coordination between gNBs. It is also not clear how SON algorithms could be split between the centralized SON entity/node and the gNBs, which role would each of them play, and what the benefits would be in terms of performance, complexity and costs for the operators. 
Observation 3 A hybrid architecture suffers the full burden, costs, and challenges of a centralized architecture without adding any clear benefit.

Therefore, in our opinion current RAN architecture based on CU-DU split already provides all the means required to support a proper implementation of SON features in NR. 
Proposal 1 [bookmark: _Hlk7080115]SON features in NR should be based on the existing CU-DU RAN split architecture without the need of a new centralized RAN logical node/entity. 

Conclusion
[bookmark: _In-sequence_SDU_delivery][bookmark: _Toc502931810][bookmark: _Toc502953352][bookmark: _Toc502953538][bookmark: _Toc502953582][bookmark: _Hlk508794470]In this contribution, the following observations are captured:
Observation 1 There is not enough evidence to justify the introduction of a centralized RAN logical node/architecture for SON features in NR.
Observation 2 The current RAN architecture based on CU-DU split provides all the means required to support a proper implementation of SON features in NR.
Observation 3 A hybrid architecture suffers the full burdens, costs, and challenges of a centralized architecture without adding any clear benefit.

In this contribution, the following observations are captured:
Proposal 1 SON features in NR should be based on the existing CU-DU RAN split architecture without the need of a new centralized RAN logical node/entity. 
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