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1 Introduction

At RAN3 #103bis, the TP on DC and NTN focusing on Xn terminating on the ground was agreed [1]. Some aspects on UP unfortunately “fell through the cracks” during the offline discussion. We feel they should be further clarified.

2 Discussion

2.1 Background on UP in NG-RAN

In the NG-RAN architecture, the same UP protocol (specified in [2]) is adopted for both Xn and F1 interfaces. In DC, the UP termination is between the node hosting PDCP (i.e. the MN) and the corresponding node. If the corresponding node has a split architecture, then the termination within the corresponding node is in the entity where RLC is located (i.e. the gNB-DU).
For DC scenarios involving NTN where the CU is on the ground and the DU is on the satellite, the UP then runs between the satellite and the terrestrial gNB terminating the other side of Xn. This is consistent with current UP specification: “If configured, NR user plane protocol instances exist at the Master node and the Secondary node in the context of DC or at nodes hosting F1-U protocol terminations. The NR user plane protocol supports direct communication between NR user plane protocol entities, regardless of whether they terminate the same or different user plane interfaces.” [2]
Observation 1: From the above, it descends that for DC all UP functionality is in the UP endpoints (the “node hosting PDCP” and the “corresponding node”).
Observation 2: The above applies regardless of the role taken by the NTN-based gNB, so different combinations are possible.
2.2 UP in NG-RAN, DC and NTN

The current text in Sec. 5.3.1 of [3] states (with respect to DC and multi-connectivity): “The [UP] instance running over Xn is unaffected by the presence of the NTN, while the instance running over F1 (transported over the SRI) will need to adapt to the much longer roundtrip times of the SRI. This, in turn, will require more buffering for the UP packets into the gNB-CU to compensate for the difference between the two interfaces.”
From a transport perspective, such text is correct, but from a UP perspective it needs further clarification, since from the above it is clear that for DC there is always a single (“end-to-end”, for lack of better wording) UP instance.

Proposal 1: Clarify the current text in Sec. 5.3.1 of [3] to avoid misunderstandings with respect to UP instance and DC.
Furthermore, with respect to UP buffering, the only case where such a functionality resides in the CU of the NTN-based gNB is when it acts as “node hosting PDCP” (MN). Otherwise, when the NTN-based gNB acts as “corresponding node” (SN), the current text in [3] is not technically correct.
Proposal 2: Correct the current text in Sec. 5.3.1 of [3] to also make it correct for the case when the split NTN-based gNB acts as “corresponding node” (SN).

Proposal 3: Agree the TP provided.
3 Conclusions and Proposals
The current text in [3] on DC needs some amendments and clarifications. Our observations proposals are summarized below.
Observation 1: From the above, it descends that for DC all UP functionality is in the UP endpoints (the “node hosting PDCP” and the “corresponding node”).

Observation 2: The above applies regardless of the role taken by the NTN-based gNB, so different combinations are possible.

Proposal 1: Clarify the current text in Sec. 5.3.1 of [3] to avoid misunderstandings with respect to UP instance and DC.

Proposal 2: Correct the current text in Sec. 5.3.1 of [3] to also make it correct for the case when the split NTN-based gNB acts as “corresponding node” (SN).

Proposal 3: Agree the TP provided.
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5.3
Multi connectivity involving NTN-based NG-RAN (FFS)

5.3.1
Overview
This clause discusses multi connectivity [5], either for transparent or regenerative NTN-based NG-RAN, and in combination or not with terrestrial-based NG-RAN (NR or EUTRA). 

This may apply to transparent satellites as well as regenerative satellites with gNB or gNB-DU function on board.
A number of service scenarios as described in TS 22.261 (e.g. user in residential homes, in vehicles, in high speed trains or on board airplanes), would benefit from the combination of terrestrial and non-terrestrial access to meet the targeted service performances.

In underserved areas, the bandwidth provided by a terrestrial based access (e.g. LTE) may be limited at cell edge. Adding a NTN based NG-RAN will enable to achieve the targeted experience data rate.

Under some scenarios such as high speed trains, the service area may not be fully homogeneous along the rail track and multi connectivity involving NTN-based NG-RAN would enable to provide the targeted reliability.
Hence a UE may be connected and served simultaneously by at least:
· One NTN-based NG-RAN and one terrestrial-based access (NR or EUTRA)

· One NTN-based NG-RAN and another NTN-based NG-RAN

As for terrestrial access, connectivity combining can occur for either the uplink or the downlink or both.
In case of multi-connectivity involving transparent NTN-based NG-RAN (i.e. gNB on the ground), all CP and UP interfaces toward terrestrial NG-RAN nodes are terminated on the ground.

In case of multi-connectivity involving regenerative NTN-based NG-RAN with gNB-CU on the ground and gNB-DU on board, all CP interfaces toward terrestrial NG-RAN nodes are terminated on the ground.

· With respect to CP, this scenario does not pose any particular issues apart from the fact that F1AP will need to adapt to the much longer roundtrip times of the SRI.

· Concerning UP, the leg running over Xn is unaffected by the presence of the NTN, while the leg running over F1 (transported over the SRI) will need to adapt to the much longer roundtrip times of the SRI. Overall, UP buffering in the node hosting PDCP will need to compensate for the difference between the two interfaces. Therefore, there will be an impact on the terrestrial NG-RAN node involved in DC if such NG-RAN node hosts the PDCP.
In case of multi Connectivity involving regenerative NTN-based NG-RAN with on board gNB, setting up and maintaining Xn interfaces toward terrestrial gNBs over the feeder link would require all the corresponding traffic (CP and UP) to be transported over the SRI relevant to the satellite-hosted gNB. This may be a challenge.

Prerequisites for NR-NR DC where both MN and SN are NTN-based are to have at least a partial coverage area overlap, and to have Xn up and running through the ISL between them. The Xn connection between the satellites will add to the delay. NR-NR DC involving satellites whose orbital positions are close to one is feasible. 
It should be verified whether it is feasible to transport Xn over the SRI of the feeder link, taking also into consideration potential impacts of on board gNBs mobility.

The same gNB could serve NR cells via the terrestrial access network and via the satellite access network (e.g. with transparent payload on board the satellite).
Benefits of multi connectivity in NTNs are FFS.
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