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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
This document aims at correcting the chapter 5 of the TR 38.821.


2. Discussion
The following corrections are proposed
· Remove the FFS
· Remove the editor’s notes





3. Conclusion

Proposal 1: Reflect the above proposals in the TR 38.821 (See TP below)


4. Text Proposal for TR 38.821 v0.6.0
START OF CHANGES

[bookmark: _Toc6470716]5	NTN-based NG-RAN Architectures 
[bookmark: _GoBack]Editor’s note: includes the description of NG-RAN reference architectures supporting the NTN scenarios defined in Clause 4 of this document: Transparent-satellite based NG-RAN architecture, Regenerative-satellite based NG-RAN architecture with gNB on board, and Regenerative-satellite based NG-RAN architecture with gNB-DU on board.
Editor’s note: The study should minimize the need to define new interfaces and protocols in the NG-RAN.
The study has been carried out minimizing the need for new interfaces and protocols in the NG-RAN to support non-terrestrial networks. 

[bookmark: _Toc6470717]5.1	Transparent satellite based NG-RAN architecture (FFS)

5.1.1	Overview
The satellite payload implements frequency conversion and a Radio Frequency amplifier in both up link and down link direction. It corresponds to an analogue RF repeater. 

Hence the satellite repeats the NR-Uu radio interface from the feeder link (between the NTN gateway and the satellite) to the service link (between the satellite and the UE) and vice versa.
The Satellite Radio Interface (SRI) on the feeder link is the NR-Uu. In other words, the satellite does not terminate NR-Uu.
The NTN GW supports all necessary functions to forward the signal of NR-Uu interface.


Figure 5.21-1: Networking-RAN architecture with transparent satellite
Note: Whilst several gNBs may access a single satellite payload, the description has been simplified to a unique gNB accessing the satellite payload, without loss of generality.

5.1.2	Detailed description of the architecture (FFS)
The architecture of a transparent-satellite based NG-RAN is depicted in the following figure. The mapping to QoS flows is also highlighted.

Figure 5.21-2: Transparent-satellite based NG-RAN with mapping to QoS flows (FFS)


UE has access to the 5G system via a 3GPP NR based radio interface.
The UE user plane protocol stack for a PDU session is described hereafter.
[image: ]
Figure 5.21-3: UE User plane Protocol stack for a PDU session (Transparent satellite)


		RF processing & Frequency Switching
The NAS and the PDU layer for the UE are transported towards the 5GC. This is applicable for both directions.
The UE control plane protocol stack for a PDU session is described hereafter.

Figure 5.21-4: UE Control plane Protocol stack for a PDU session (Transparent satellite)
	

	RF processing & Frequency Switching



The NAS (NAS-SM and NAS-MM) signalling for the UE and the NG-AP signalling for the gNB are transported towards the 5GC. This is applicable for both directions.

5.1.3	NG-RAN impacts
FFS
There is no need to modify the NG-RAN architecture to support transparent satellite access
 
[bookmark: _Toc6470718]5.2	Regenerative satellite based NG-RAN architectures (FFS)
[bookmark: _Toc6470719]5.2.1	gNB processed payload
[bookmark: _Toc6470720]5.2.1.1	Overview
The NG-RAN logical architecture as described in TS 38.401 is used as baseline for NTN scenarios. 
The satellite payload implements regeneration of the signals received from Earth.
· NR-Uu radio interface on the service link between the UE and the satellite
· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite.
SRI (Satellite Radio Interface) is a transport link between NTN GW and satellite.


Figure 5.2-1: Regenerative satellite without ISL, gNB processed payload

Note: The satellite may embark additional traffic routing functions that are out of RAN scope. (FFS)

The satellite payload also provides Inter-Satellite Links (ISL) between satellites
ISL (Inter-Satellite Links) is a transport link between satellites. ISL may be a radio interface or an optical interface that may be 3GPP or non 3GPP defined but this is out of the study item scope.
The NTN GW is a Transport Network Layer node, and supports all necessary transport protocols.



Figure 5.2-2: Regenerative satellite with ISL, gNB processed payload (FFS)
The figure above illustrates that UE served by a gNB on board a satellite could access the 5GCN via ISL.
The gNB on board different satellites may be connected to the same 5GCN on the ground.
If the satellite hosts more than one gNB, the same SRI will transport all the corresponding NG interface instances.

[bookmark: _Toc6470721]5.2.1.2	Detailed description of the architecture (FFS)
The architecture of a regenerative-satellite based NG-RAN is depicted on the following figure. The mapping to QoS flows is also highlighted.


Figure 5.2-3: Regenerative satellite based NG-RAN architecture (gNB on board) with QoS flows (FFS)


The UE user plane protocol stack for a PDU session is described hereafter.


Figure 5.2-4: NG-RAN protocol architecture for regenerative satellite (gNB on board): User Plane

The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and NTN-Gateway.
The User PDUs are transported over GTP-U tunnels, as usual, between the 5GC and the on-board gNB, but via the NTN Gateway.

The UE control plane protocol stack for a PDU session is described hereafter.


Figure 5.2-5: NG-RAN protocol architecture for regenerative satellite (gNB on board): Control Plane
The NG-AP is transported over SCTP, between the 5GC and the on board gNB, as usual, but via the NTN Gateway.
The NAS protocol is also transported by the NG-AP protocol, between the 5GC and the on board gNB, via the NTN Gateway.

[bookmark: _Toc6470722]5.2.1.3	NG-RAN impacts
NG Application Protocol timers may have to be extended to cope with the long delay of the feeder link.
In the context of a LEO scenario with ISL, the delay to be considered shall encompass at least the feeder link (SRI) and one or several ISL (FFS).

[bookmark: _Toc6470723]5.2.2	gNB-DU processed payload
[bookmark: _Toc6470724]5.2.2.1	Overview
The NG-RAN logical architecture with CU/DU split as described in TS 38.401 is used as baseline for NTN scenarios. 
The satellite payload implements regeneration of the signals received from Earth.
· NR-Uu radio interface on the service link between the satellite and the UE 
· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite. The SRI transports the F1 protocol.
The satellite payload may provide inter-satellite links between satellites.
SRI (Satellite Radio Interface) are transport links; the logical interface F1 that they transport are 3GPP-specified.
The NTN GW is a Transport Network Layer node, and supports all necessary transport protocols.
DU on board different satellites may be connected to the same CU on ground.
If the satellite hosts more than one DU, the same SRI will transport all the corresponding F1 interface instances.



Figure 5.32-6: NG-RAN with a regenerative satellite based on gNB-DU

[bookmark: _Toc6470725]5.2.2.2	Detailed description of the architecture
The architecture of a regenerative-satellite based NG-RAN is depicted on the following figures. The mapping to QoS flows is also highlighted.
The PDCP PDUs (Protocol Data Units) are transported by the SRI protocols stack.

Figure 5.32-7: Regenerative satellite based NG-RAN architecture (gNB-DU on board) with QoS flows (FFS)

The UE user plane protocol stack for a PDU session is described hereafter.


Figure 5.32-8: NG-RAN protocol architecture for regenerative satellite (gNB-DU on board): User Plane (FFS)

The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and NTN-Gateway.
The User PDUs are transported over GTP-U tunnels between the 5GC and the gNB-CU.
The User PDUs are transported over GTP-U tunnels between the gNB-CU and the on board gNB-DU via the NTN Gateway.

The UE control plane protocol stack for a PDU session is described hereafter


Figure 5.32-9: NG-RAN protocol architecture for regenerative satellite (gNB-DU on board): Control Plane

The NG-AP PDUs are transported over SCTP between the 5GC and the gNB-CU.
The RRC PDUs are transported over PDCP over the F1-C protocols stack between the gNB-CU and the on board gNB-DU, via the NTN Gateway. The F1-C PDUs are transported over SCTP over IP. IP packets are transported over SRI protocols stack, at the SRI and over any L2/L1 layers at gNB-CU – NTN Gateway interface.

The NAS protocols (NAS-MM, NAS-SM) are also transported by the NG-AP protocol, between the 5GC, gNB-CU and the on board gNB-DU, via the NTN Gateway.

[bookmark: _Toc6470726]5.2.2.3	NG-RAN impacts (FFS)
RRC is terminated in the CU, and is subject to extremely strict timing constraints.
This may preclude the applicability of this architecture to GEO (Geostationary Earth Orbit) satellites.
Its use for LEO (Low Earth Orbit) systems may impact current F1 design.


[bookmark: _Toc6470727]5.2.3	gNB processed payload based on relay-like architectures (Optional) (FFS)
5.3.3.1	Overview (FFS)
How to apply the Integrated Access and Backhaul (IAB) proposed architecture configuration resulting from the IAB SI reflected in the 3GPP TR 38.874 document [4] is for further study.

[bookmark: _Toc6470729]5.3.3.2	Detailed description of the architecture
FFS

[bookmark: _Toc6470730]5.3.3.3	NG-RAN impacts
FFS

[bookmark: _Toc6470731]5.3	Multi connectivity involving NTN-based NG-RAN (FFS)
[bookmark: _Toc6470732]5.3.1	Overview
This clause discusses multi connectivity [5], either for transparent or regenerative NTN-based NG-RAN, and in combination or not with terrestrial-based NG-RAN (NR or EUTRA). 
This may apply to transparent satellites as well as regenerative satellites with gNB or gNB-DU function on board.
A number of service scenarios as described in TS 22.261 (e.g. user in residential homes, in vehicles, in high speed trains or on board airplanes), would benefit from the combination of terrestrial and non-terrestrial access to meet the targeted service performances.
In underserved areas, the bandwidth provided by a terrestrial based access (e.g. LTE) may be limited at cell edge. Adding a NTN based NG-RAN will enable to achieve the targeted experience data rate.
Under some scenarios such as high speed trains, the service area may not be fully homogeneous along the rail track and multi connectivity involving NTN-based NG-RAN would enable to provide the targeted reliability.
Hence a UE may be connected and served simultaneously by at least:
· One NTN-based NG-RAN and one terrestrial-based access (NR or EUTRA)
· One NTN-based NG-RAN and another NTN-based NG-RAN
As for terrestrial access, connectivity combining can occur for either the uplink or the downlink or both.

In case of multi-connectivity involving transparent NTN-based NG-RAN (i.e. gNB on the ground), all CP and UP interfaces toward terrestrial NG-RAN nodes are terminated on the ground.
In case of multi-connectivity involving regenerative NTN-based NG-RAN with gNB-CU on the ground and gNB-DU on board, all CP interfaces toward terrestrial NG-RAN nodes are terminated on the ground.
· With respect to CP, this scenario does not pose any particular issues apart from the fact that F1AP will need to adapt to the much longer roundtrip times of the SRI.
· Concerning UP, the instance running over Xn is unaffected by the presence of the NTN, while the instance running over F1 (transported over the SRI) will need to adapt to the much longer roundtrip times of the SRI. This, in turn, will require more buffering for the UP packets into the gNB-CU to compensate for the difference between the two interfaces. 
In case of multi Connectivity involving regenerative NTN-based NG-RAN with on board gNB, setting up and maintaining Xn interfaces toward terrestrial gNBs over the feeder link would require all the corresponding traffic (CP and UP) to be transported over the SRI relevant to the satellite-hosted gNB. This may be a challenge.
Prerequisites for NR-NR DC where both MN and SN are NTN-based are to have at least a partial coverage area overlap, and to have Xn up and running through the ISL between them. The Xn connection between the satellites will add to the delay. NR-NR DC involving satellites whose orbital positions are close to one is feasible. 
It should be verified whether it is feasible to transport Xn over the SRI of the feeder link, taking also into consideration potential impacts of on board gNBs mobility.
The same gNB could serve NR cells via the terrestrial access network and via the satellite access network (e.g. with transparent payload on board the satellite).
Benefits of multi connectivity in NTNs are FFS.





END OF CHANGES
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