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Introduction

During RAN2#105bis meeting, the following agreements have been achieved on IAB routing:
Agreements:

Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.

“Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS

“Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 

FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 

Load balancing by routing by Donor CU shall be possible

Local selection of path/route is done at link failure, other cases FFS

In this contribution,  we will have some further discussion on routing in IAB network.  
Discussion

2.1 Contents of routing table
Basically, routing is to select next node for delivering a packet to a destination node. The minimum required information for routing in IAB should be “route identifier” and “backhaul link identifier”. The “route identifier” should be carried by the adaptation header and “backhaul link identifier” would be selected based on “route identifier”. There could be two possible candidates for “route identifier”:

Option 1: destination address for IAB node or IAB donor-DU 

Option 2: specific path identifier

In Option 1, each node would select a backhaul link to the next hop according to destination address of a packet. Routing table is configured at each node to decide the backhaul link for each different destination, which could be a IAB node or IAB donor DU. Multiple routes to a same destination could be configured by providing multiple backhaul links to the next hop for the same destination address. 
In Option 2, a packet would only be forwarded to the destination through a specified path according to the path identifier. Routing table in each node contains the backhaul link to the next hop for each different path. Multiple routes to a same destination could be configured by defining multiple paths to the same destination with different path identifiers.  
Since a IAB network may have multiple paths to a same destination, the number of paths is larger than the number of destination nodes. Hence, the required bit size for path identifier is larger than destination address.  
In addition, when RLF happens at one backhaul link, the intermediate node would still forward the packet to it in Option 2 due to that the whole path would not change once path identifier is specified. If the intermediate node want to re-route it through a different path, the path identifier in each packet needs to be updated to a new path identifier by that intermediate node. While in Option 1, the intermediate IAB node could re-route the packet to other redundant backhaul link without changing the packet header. This is because the path is jointly determined by both destination address and the routing table at each intermediate nodes in Option 1, providing the intermediate node some kind of flexibility to re-route a packet. 
Hence, Option 1 is better than Option 2. And it is suggested to to use routing by destination address in IAB.  
Proposal 1: Routing in IAB should be based on destination address. 

The destination IAB node/IAB donor address could be allocated by donor CU when the MT part of IAB node get connected. Moreover, the destination address should be unique for all the IAB nodes and donor DUs under a same donor CU. Destination address could be contained in the Adaptation header of each data packet for routing and data forwarding forwarded via the multi-hop wireless backhaul.  
Proposal 2: The destination address could be allocated by donor CU, and it is unique under a same donor CU. 

In IAB, multiple IAB nodes could get connected to a same parent node (which could be a IAB node or an IAB donor DU) by their MT parts separately. When the parent node have only one cell,  each MT part of those IAB nodes would have a different C-RNTI value. However when the parent node have multiple cells, they may have a same C-RNTI value under different cells. Hence C-RNTI alone cannot be used to identify a downlink backhaul link from a same parent node. A downlink backhaul link could only be identified by Cell ID and C-RNTI jointly. Therefore, Cell ID together with C-RNTI of the MT part could be used as BH link identifier in DL. 

Proposal 3: Cell ID together with C-RNTI of the MT part could be used as BH link identifier in DL
In UL, MT part of IAB node could connect to more than one parent node. These parent IAB node may also allocate same C-RNTI to MT part of IAB node. So it is not feasible to use C-RNTI as BH link identifier in UL. Hence Cell ID of these connected parent IAB node should be different and could be used as the UL BH link identifier. 
Proposal 4: Cell ID could be used as the BH link identifier in UL.  

2.2 Routing table configuration
Because donor CU has the full knowledge of the entire IAB network, routing should be configured by donor CU. Since only F1AP signaling could be exchanged between donor DU and CU, the routing could be configured by F1AP signaling. 

On the other hand, when a new IAB node is integrated, a path between the new IAB node and donor DU has to be set up by configuring the corresponding routing entry at each intermediate IAB node along the data forwarding path. Only after the route is configured, F1AP signaling could be delivered between the newly integrated IAB node and donor CU. In this case,  due to that the F1-C is not setup yet at the newly integrated IAB node, the routing could only be configured by RRC signaling. 

Therefore, the routing table should be configured via F1AP signaling in the IAB nodes as well as donor DU when F1-C interface to donor CU exist. For the newly integrated IAB node, routing table could be configured via RRC signaling. 
Proposal 5:The routing configuration should be performed by F1AP signaling in the working IAB nodes as well as donor DU where F1AP signaling channels to donor CU exist. 

Proposal 6:  For the new integrated IAB node, routing configuration by RRC signaling should be support.  
2.3 Load balance by routing

When a new IAB node get integrated, the UL route from it to a donor DU and the DL route from a donor DU to it should be configured taking into account the load balancing in the whole IAB network. Suppose donor CU has the load information of each IAB node, it could select a most suitable route. In some case, one or multiple existing routes could even be reconfigured for the purpose of load balance. 
Proposal 7: Load balance could be realized by careful route configuration at donor CU taking into account the load of each IAB node. 

When multiple routes exist between an IAB node and destination node, different route selection could lead to different load distribution in the IAB network. Hence, the IAB node could also consider load balance in the process of route selection. Therefore, load balance could also be realized by local route selection at the IAB node when multiple routes to a same destination are configured. 
Proposal 8:  Load balance could be realized by local route selection at the IAB node when multiple routes to a same destination are configured. 
2.4 Multi-path routing
In an IAB network, route redundancy may be used for back-up purposes. It is also possible that redundant routes are used concurrently, e.g., to achieve high throughput, load balancing, reliability, etc. For simplicity, the legacy DC mechanism in NR could be utilized to setup multiple links from a IAB node to multiple parent IAB nodes. However, due to the lack of PDCP entity in the BH link, multi-path routing could only be supported in the Adaptation layer. That is, data traffic could be routed to different BH links at the Adaptation layer. An example is shown in Fig.1, where the MT part of IAB node B could setup dual connections with parent node C and D. To efficiently utilize the two BH links (BC and BD in Fig.1), the multi-path routing should be configured. For example, packets from B to DU1 could be routed via BH link BC or BH link BD according to the routing table configuration at IAB node B. 
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Figure-1 An example of  multi-path routing
Proposal 9: Multi-path routing configuration should be supported for IAB network.
One potential method to realize multi-path routing is by associating a cost value to each BH link to the next hop. The cost value is used to represent the forwarding cost to the destination in each path. Characteristics of the route, such as hop count, load status along the path, or other features may be taken into consideration when determining the cost value for a route. For example in Fig.1, BH links BC and BD could be configured with different cost values for a same destination address (e.g. donor DU1), and the BH link with smaller cost value would be selected. Besides the information available at IAB node for each route, some local information available at each IAB node  (e.g. RLF event ) could also be considered in route selection. It should be noted that such kind of method could only be realized when multiple paths available. And when two paths have a same cost value, some other criterion has to be defined to guide route selection. 
Another potential solution for multi-path routing is to define a primary route and a secondary route in advance. In general, the primary route would be selected. But when some condition is fulfilled, e.g. RLF happens on the primary route, the secondary route could be used for traffic forwarding. Or when the average data rate (or the total volume) of the arriving data exceeds a threshold, the secondary route would be used simultaneously and packets would be routed either through the primary route or through the secondary route. For example in Fig.1, IAB node B could be configured two routing entries with the the same destination address of donor DU1 and different next-hop BH links (i.e. BC and BD). One of the next-hop BH link (e.g. BC) could be defined as primary, and  the the other (e.g. BD) could be defined as secondary. 
The advantage of  multi-path routing by defining a primary route and a secondary route lies in its support to use the two paths simultaneously in a same method as that in legacy DC. This would be helpful to realize high throughput and balance the traffic load between different IAB nodes. Besides, when RLF happens, local route selection to secondary route could also be supported. Third, there’s no clear definition on cost. If it is only used for selecting a path, defining a primary route and a secondary route could completely fulfill the task.  Hence, multi-path routing could be realized by defining a primary and a secondary route in advance, rather than by associating a cost value to each routing entry with the same destination address.
Proposal 10: Multi-path routing could be realized by defining a primary and a secondary route in advance, rather than by associating a cost value to each routing entry with the same destination address. 
It should be noted that resource must be reserved in advance in BH links of both paths so as to support fast path/traffic switching, e.g. when RLF happens. Such kind of double resource reservation may cause waste when the radio condition in one path is good enough to support the delivery of all the traffic. Hence, it would only be used for delay sensitive traffic. For non delay sensitive traffic, only one path would be selected to configure BH RLC channel and reserve resources. 
In addition, packets with different QoS requirements could be differentiated in the routing process when multiple paths exist. For example in Fig.1, the BH link BC could provide a lower delay while BH link BD could provide a larger throughput. Hence, when two routes are configured at IAB node B, a packet requires low latency could be routed to BH link BC, while other packets could be routed to BH link BD. 

Hence, QoS feature need to be considered in routing selection when multiple paths exists. One method to realize this is to configure each route with an associated QoS identification list. That is, the routing table could contain a QoS identification list, and only data that is in the QoS identification list would be transferred via the corresponding route. 
Proposal 11: Multi-path routing could also consider the QoS feature of a packet by configuring a QoS identification list for each route. 

 Conclusion

In this contribution, we discussed the routing design in multi-hop IAB network. And we have the following proposals:

Proposal 1: Routing in IAB should be based on destination address. 

Proposal 2: The destination address could be allocated by donor CU, and it is unique under a same donor CU. 

Proposal 3: Cell ID together with C-RNTI of the MT part could be used as BH link identifier in DL
Proposal 4: Cell ID could be used as the BH link identifier in UL.  

Proposal 5:The routing configuration should be performed by F1AP signaling in the working IAB nodes as well as donor DU where F1AP signaling channels to donor CU exist. 

Proposal 6:  For the new integrated IAB node, routing configuration by RRC signaling should be support.  
Proposal 7: Load balance could be realized by careful route configuration at donor CU taking into account the load of each IAB node. 

Proposal 8:  Load balance could be realized by local route selection at the IAB node when multiple routes to a same destination are configured. 
Proposal 9: Multi-path routing configuration should be supported for IAB network.
Proposal 10: Multi-path routing could be realized by defining a primary and a secondary route in advance, rather than by associating a cost value to each routing entry with the same destination address. 
Proposal 11: Multi-path routing could also consider the QoS feature of a packet by configuring a QoS identification list for each route. 
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