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Introduction
[bookmark: _Ref178064866]In last RAN3 meeting, the TP for the use case of load balancing optimization was agreed for the TR [1]. In this contribution we further analysis the load balancing optimization for EN-DC/MR-DC case.
Discussion
When discussing LTE MLB, LTE DC is still not introduced, which means DC is not considered when implementing mobility load balancing between neighbour nodes. In NR system, EN-DC/MR-DC is a very important feature which should be taken into account for load balancing.
For EN-DC/MR-DC scenario, normally, the MN node is used for basic coverage and the SN node is selected for throughput improving. When handover needs to be performed, the source MN needs to select the target MN based on the load information exchanged between neighbour MN nodes over the X2/Xn interface before initiating the handover procedure. The target MN also needs to know the load information of neighbour SN nodes in order to select an appropriate SN during the handover procedure or after the handover procedure.
Propsoal1: The load information should be exchanged between neighbour RAN nodes for EN-DC/MR-DC.
[bookmark: _GoBack]For EN-DC/MR-DC scenario, when deciding the target MN node, it seems only consider the load status of target MN node is not accurate enough. The load status of the node which is possible to be added as SN node after the handover procedure should also be taken into account.
For example, as shown in Figure 1, eNB1, eNB2 and eNB3 are neighbour nodes which are deployed for basic coverage. The gNB1 and gNB2 are two NR nodes which are deployed for capacity improvement. There is X2 connectivity between eNB1 and gNB, also, eNB3 has X2 connectivity with gNB2. There is no X2 connectivity between eNB2 and gNB2.



Figure1: Example of load balance for MR-DC scenario
The UEs is connected to the eNB1 and gNB1, when UEs moves to the overlapping area of eNB2, eNB3 and gNB2, based on the load sharing procedure over X2 interface, the eNB1 knows that the load of the eNB2 is lower than the load in eNB3. Generally, the eNB1 will select the eNB2 as the target node for the handover. 

However, if the load status of gNB2 is very low, handover all UEs to the eNB2 will result in uneven distribution of the traffic load between the eNB2 and eNB3. Since the eNB3 has the X2 connectivity with gNB2, the gNB2 can be added as the SN node for the UEs which will offload most of traffic from the eNB3.
In this case, if the eNB1 is aware of the load information of eNB3 and gNB2 before the handover procedure, based on the UEs measurement and the load information of gNB2, it may be more appropriate to handover some UEs to the eNB3 instead of eNB2. With this solution, cell load can be distributed evenly among the EN-DC/MR-DC cells, the DC performance can also be maintained. 
Therefore, we proposed that the source MN node needs to aware of load information of potential target MN and target SN nodes before the handover procedure.
Proposal 2: It is proposed to inform the neighbour node of the node list which have direct interface and could be added as SN node. The load status of these nodes should also be transferred to the peer node. 
Proposal 3: It’s proposed to capture the TP for the Load Balancing Optimisation in RAN3 TR.
Conclusions
Based on the discussion in section 2 the followings are proposed:
Propsoal1: The load information should be exchanged between neighbour RAN nodes for EN-DC/MR-DC.
Proposal 2: It is proposed to inform the neighbour node of the node list which have direct interface and could be added as SN node. The load status of these nodes should also be transferred to the peer node. 
Proposal 3: It’s proposed to capture the TP for the Load Balancing Optimisation in RAN3 TR.
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[bookmark: _Toc527969764][bookmark: _Toc6475436]5.4	Load Sharing and Load Balancing Optimisation 
[bookmark: _Toc6475437]5.4.1		Use case description
Editor Note: capture the use cases description and benefits of the use cases
The objective of load sharing and load balancing is to distribute cell load evenly among cells or to transfer part of the traffic from congested cell, or to offload users from one cell or carrier or RAT to achieve network energy saving, This can be done by means of optimization of cell reselection/handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
Compared to LTE, NR new features, e.g. CU/DU split and CP-UP separation architecture, network slicing, and EN-DC/MR-DC should be considered in the load sharing and load balancing optimization in NR. Study on load sharing and balancing across DUs within one gNB is needed (load management over F1), as well as load sharing and balancing across CU-UPs within one gNB (E1 load management). It should be studied whether slicing level metrics e.g. slice level radio resource utilization and slice availability also need to be taken into account for the reselection/handover parameters and handover action optimization. 
Both intra-RAT and inter-RAT load balancing scenarios should be supported. LTE is the baseline, studies for NR will focus on
1. Definition of the data required the load sharing and load balancing;
2. Functionalities and actions required to support the load sharing and load balancing, e.g., load reporting architecture, adapting handover and/or reselection configuration
[bookmark: _Toc6475438]5.4.2 	Solution description
Editor Note: Capture the solutions for the use case, including the procedure for configuration and collection of measurements, necessary procedures and information exchange required for the solution, as well as comparison and evaluation on potential alternative solutions.
There are possible solutions that enable load management over X2, Xn, F1 and E1 interfaces. On X2 and Xn, the reported information should contain at least cell level load (e.g., resource utilization). Likewise, similar information is required from the gNB-DU to gNB-CU over F1 in case of disaggregated architecture. For E1, load information should also be provided from the gNB-CU-UP to the gNB-CU-CP.
Furthermore, which procedure (i.e. new, reuse of existing one) and the periodicity (i.e. periodic reporting, event-triggered) needs to be considered.
For EN-DC /MR-DC case:
To support load sharing for EN-DC/MR-DC, during X2/Xn setup procedure, eNB/NG-RAN node should inform its peer node of the NG-RAN node list which have direct interface and could implement EN-DC/MR-DC operation. It is also beneficial to inform the neighbor node of the load status for these NG-RAN nodes which could be added as SN node. With all these load information, the source node could decide the proper target node for UEs with MR-DC capabilities. 

[bookmark: _Toc6475439]5.4.3 	Conclusion
During load exchange procedure, eNB/NG-RAN node should inform its peer node of the NG-RAN node list which have direct interface and could implement EN-DC/MR-DC operation. At the same time, eNB/NG-RAN node should inform the neighbour node of the load status for these NG-RAN nodes which could be added as SN node.
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