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Introduction

In the past RAN3 meeting, the issues of Load Balancing have been discussed, but no specific agreement was reached. However, some open issues were summarized for further discussion shown as below.

The architectural aspect for MLB. The candidate solutions are introduced as distributed, centralized and hybrid approaches. 
Load definition. Whether the load information is on a per Cell/Beam/Slice/QoS basis.
Load reporting. Whether to reuse the LTE X2-like load reporting procedure in NR.
Load reporting indicates load information for UL carrier and SUL carrier separately.

Load coordination with MR-DC scenario considered.
Other optimization
In this contribution, we further discuss the load management for SON in Release 16 based on the potential open issues.
Discussion
From the agreed TP in last meeting[1], it is a common understanding that the cell level load (e.g., resource utilization) should be contained in the load management procedures. The other granularity such as Beam and Slice should also be considered.

Network slice is a newly introduced feature in NR. Compared with PRB which indicates the detailed resource status, network slice is able to provide the resource status within the NG-RAN node from a broader prospective, which is beneficial for getting the overall resource status of the peer node. Therefore, the load information of per slice should be exchanged over Xn interface for the access control to minimize the impact of congested slices within the NG-RAN node. Furthermore, in the scenario of CP-UP separation, there could be several slices supported in one gNB-CU-UP, and the load information exchange of per slice should be supported over E1 interface for the selection of slices. So the per slice level load should be supported over the interfaces in NR.

Beam is also a newly designed feature in NR, and the cell quality can be derived from the beam-level measurement report. However, the beam modeling in SA5 is still under discussion and no agreement has been reached. Therefore, whether adopting beam level load information should wait for the progress of SA5.
In addition to the cell level load and slice level load, similar as LTE, the hardware load and NG/F1 TNL load are also important to be aware by the peer node/control node for RRM purpose, e.g., load balance, mobility target cell selection. 
Here, we propose to introduce the following load information for reporting:

 the usage of the PRBs for all traffic in Downlink and Uplink 

the overall available resource level in the cell in Downlink and Uplink (Composite Available Capacity)
the status of the Hardware Load experienced by the cell
the NG Transport Network Load experienced by the cell (report over Xn interface)
the F1 Transport Network Load experienced by the cell (report over Xn and E1 interface)
the per slice level load (report over Xn, F1 and E1 interface)
Proposal 1: Taking the above load information into account for Release 16.
Furthermore, for NR, there are multiple individual cells (identified by different NR CGI) within a wideband carrier, which are exchanged over the Xn interface, how to define the cell capacity definition is analyzed in [4]. The definition of cell capacity should be clarified, especially for the inter-vendor issue. The different cell capacity definition will derive to different available capacity percentage, which may cause the misunderstanding among the vendors.
Proposal 2:In case there are multiple individual cells within a wideband carrier, the cell capacity definition needs to be investigated and clarified to avoid possible inter-vendor issue.

In Release 15, the load management mechanism was introduced with rough design, and brought updates to F1 and E1 interfaces.

For F1 interface, the gNB-DU Status Indication procedure was introduced in [3]. The gNB-DU informs the gNB-CU that the gNB-DU is overloaded so that the overload reduction actions can be applied by gNB-CU.

For E1 interface, the gNB-CU-UP Status Indication procedure was introduced in [4]. The gNB-CU-UP informs the gNB-CU-CP that the gNB-CU-UP is overloaded so that the overload reduction actions can be applied by gNB-CU-CP.
From the above summary, the load reporting mechanisms over F1 and E1 are similar, i.e., only a load status indicator is involved to indicate whether the gNB-DU/gNB-CU-CP is overloaded or not. However, without the detailed load information, the function of  load balancing  cannot be performed efficiently between the corresponding entities. For example, in the scenario of intra-gNB-CU inter-gNB-DU handover, assuming that there are two gNB-DUs which are not overloaded for handover target selection, one gNB-DU is with low load, and the other one is with high load. According to the current load reporting mechanism, the gNB-CU cannot obtain the detailed load status of the specific gNB-DU and may choose the gNB-DU with high load as the target gNB-DU, leading to the low efficiency of load balancing.
For Load Balancing Optimization for SON over F1 and E1 in NR, the current load reporting mechanism could be the baseline, however, the detailed load reporting parameters need to be added and investigated further in Release 16.
Proposal 3: Without the detailed load information, the current load reporting mechanisms over E1 and F1 are not completed.

For Xn interface, the load reporting mechanism has not been introduced. In LTE, the Resource Status Reporting procedure is applied between the eNBs to exchange the load information. Similarly, this load management mechanism can be reused between NG-RAN nodes.

Proposal 4: The Resource Status Reporting procedure over X2 in LTE can be reused over Xn in NR for load reporting.

Considering the periodicity of the load reporting procedure, for the E1 and F1 interface, the load reporting procedure is periodic as it is Class 2 elementary procedure. While the load reporting procedure for Xn interface is event-triggered as it is Class 1 elementary procedure. 

Proposal 5: The load reporting mechanism for SON in NR should supporting both periodic and event-triggered procedure.
MR-DC is one of the most important use cases in NR, and the mobility cases in MR-DC should be discussed in Release 16. In MR-DC case, the source MN should be aware of the load information of target MN before the Inter-Master Node handover procedure. Also, the load information of target SN should be checked by MN before the SN Addition/Modification procedure. So the load balancing in MR-DC can be achieved by reusing the load reporting mechanism between the two NG-RAN nodes. 

Taking EN-DC as example, all of the mentioned mobility cases have impact on the EN-DC X2 interface. And the load management mechanism (Resource Status Reporting procedure) over X2 in LTE could be reused.
Proposal 6: The load balancing in MR-DC should be supported in Release 16.

Conclusion
Proposal 1: Taking the above load information into account for Release 16.
Proposal 2: In case there are multiple individual cells within a wideband carrier, the cell capacity definition needs to be investigated and clarified to avoid possible inter-vendor issue.
Proposal 3: Without the detailed load information, the current load reporting mechanisms over E1 and F1 are not completed.

Proposal 4: The Resource Status Reporting procedure over X2 in LTE can be reused over Xn in NR for load reporting.

Proposal 5: The load reporting mechanism for SON in NR should supporting both periodic and event-triggered procedure.

Proposal 6: The load balancing in MR-DC should be supported in Release 16.
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