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Introduction
In the previous meeting the issue of trace activation in various interfaces was discussed. The cases of X2AP and S1AP were agreed in R3-190779 and R3-191152. In this contribution we will provide our arguments on including trace activation in F1AP and E1AP.
Discussion
[bookmark: _Hlk509769073]In the following we will explain the reasons why the trace activation is needed both in F1AP and 	E1AP. As we see it there are different reasons that argue in favour of tracing interface related processes on both termination points of E1 and F1 interfaces. Below we provide a list of such reasons.

1. Virtualization. Split vRAN deployment logging need
It is imperative to be able to trace both termination points of the E1 and F1 interfaces in a split vRAN deployment. 
Each logical node terminating the interface to be traced must be able to report its trace output independently. It is also necessary to be able to monitor interface related events at the sending side of the split gNB i.e. the ability to log E1AP and F1AP messages sent from the gNB-CU-UP and gNB-DU respectively. These are possible to see also in gNB-CU-CP as received messages, but only if they are received correctly or indeed if they are received at all. 
Independent Root Cause Analysis (RCA, troubleshooting activity) observability is required and must not be reliant on cloud-based environment observability.
In fault situations, the RAN vendor must have the capability to easily identify issues on underlying cloud / transport infrastructure.  Practical experience shows that in cloud environment, packets and messages get lost quite frequently. What was sent may not be received, so it must be possible to monitor both termination points. Core network products can typically trace an interface on both termination points, mainly for this reason. The S1AP interface is similarly traced on both sides. 
In an attempt to gain more understanding, we elaborate further in the S1AP case. The TraceManagement IRP is defined in 32.442. In chapter 6.3.1 the activateTraceJob operation is described. It has one parameter listOfInterfaces and another parameter listOfNeTypes. So, in the case of S1 and MME and eNB, S1 would be included in the listOfInterfaces and both MME and eNB in the listOfNeTypes. While this configuration ensures that the MME is informed of the S1 tracing, there is a clear trace start message from MME to eNB to start tracing of the S1 interface. Therefore, the standard has already specified means to inform both sides of the S1 interface to start an interface trace. The same principle should be followed for RAN internal interfaces such as the F1 and E1.
Conclusion 1: 	In LTE the tracing of both ends of S1 is explicitly configured.

2. Multi-Vendor scenarios
Multi-Vendor RAN deployments will need to be fair & transparent for all RAN vendors, not just the gNB-CU-CP vendor.
It is necessary to have the capability to easily identify issues on the other vendor RAN node (not just on the underlying cloud / transport infrastructure). The “blame game” could otherwise be damaging for all vendors.
Considering inter-vendor or link-issue troubleshooting use cases for example, it is very useful to get traces from both sides of the interfaces when troubleshooting, to see that both sides agree on what is being transferred. For instance, with a split deployment, perhaps virtualized, the transport link may have dropped the message. To only get gNB-CU-CP traces would leave us with only half the picture (especially for multi-vendor deployments). When things are working this may be acceptable, but when doing troubleshooting the full picture is needed. This is especially important for Multi-Vendor troubleshooting scenarios, in which case full e2e observability is key to ensure the fastest possible time to resolution.

3. Independent vendor analysis capability
Independent vendor analysis capability is a necessity, especially for Multi-Vendor deployment scenarios, and thus must be facilitated. 
The control and sending of additional vendor specific trace information from each separate logical node when needed, must be enabled. It should be possible for each vendor to produce additional, interface related and vendor specific information (for that UE/cell) per NG-RAN node, and to allow such information to be retrieved when a trace activation is started. An example of such information could be additional statistics that are pertinent to the specific implementation of the NG-RAN node.
Also, each node needs to send trace information (standardized and/or proprietary) independently of each other, and not dependent on one vendor’s gNB-CU-CP to gather all relevant standardized info. In some use cases the information that needs to be gathered could be produced at nodes different from the gNB-CU-CP.
For example, observability load should be shared amongst NG-RAN nodes and not solely rely on gNB-CU-CP. gNB-CU-CP is not the only source of required info. The split nature of the gNB (and multi-vendor deployment possibility) now requires the trace activation capability to also enable control and sending of additional vendor specific trace information if needed from each separate NG-RAN nodes.

4. Interface termination 
Protocols on the same interface are terminated in different logical nodes. So why limit protocols to be traced to just the gNB-CU-CP?
One of the “Interfaces to Trace” in the Trace Activation IE is the Uu interface. Uu interface protocols in NR are terminated in both gNB-CU-CP (RRC) and gNB-DU (RLC/MAC/L1). Part of the RRC protocol is handled also in the gNB-DU (e.g. Sys info: MIB & SIB1, RRC L1 and L2 configurations). It is therefore essential that both termination points of the F1 interface are monitored so to compare such data with monitoring over the Uu and troubleshoot possible cross protocol issues.

5. SA5 management view
In SA5 each RAN logical node, e.g. gNB-DU, gNB-CU-UP, represents a Managed Function. Each Managed Function (MF) must be able to report its trace output independently. 
Fundamentally, 3GPP from a management perspective deals with three different 5G RAN MFs, i.e. there is no “gNodeB” MF. Thus, it must be possible to report from the MFs independently, or else specify an interface between the MFs to gather the data to be reported.


Based on the above arguments, particularly the need of logging on both sides of the “split” gNB interfaces, we propose to add the Trace Activation IE in dedicated traffic handling messages over F1AP and E1AP, as well as propagate CN initiated trace triggers onwards over F1AP and E1AP via new Start Trace / Deactivate Trace messages (Note: as already exists now over S1AP / X2AP for NSA support)

Proposal 1: 	Add Trace Activation IE in dedicated traffic messages in F1AP and E1AP
Proposal 2: 	Add new Start Trace / Deactivate Trace messages in F1AP and E1AP
    

Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we discussed the issue of including trace activation in F1AP and E1AP and made the following proposals.
Proposal 1: 	Add Trace Activation IE in dedicated traffic messages in F1AP and E1AP
Proposal 2: 	Add new Start Trace / Deactivate Trace messages in F1AP and E1AP

CRs mirroring the proposals above are presented in R3-191670 and R3-191671.
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