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1	Information
In [1], SA2 request feedback from RAN2 and RAN3 on one solution proposed in Annex B (as well as other solutions captured already in the TR) for Key Issue #7 Automatic GBR service recovery after handover.
Key issue #7 as described in TR 23.725 can be summarized as follows: (quotes in italics)
	
When a machine needs a Guaranteed Bit Rate service, it is likely to need that quality level in order to do its job. Hence, solutions are required for applications where GBR resources are required. To avoid unnecessary signalling at resource setup including handover or due to temporary unavailability of GBR resources, a solution is desirable that avoids signalling stemming from releasing and setting up resources anew, probably requiring multiple re-attempts from the CN.



The solution to be discussed particularly in this paper is copied below for your convenience.
	Annex B: Solution proposal by one company for KI#7
[bookmark: _Hlk4071930]A) Use a new parameter in the QoS related signalling to indicate to the RAN that this is an "auto-restore GFBR" flow rather than a ‘release when GBR cannot be met’ flow.
1) a new parameter (rather than new resource type) enables GFBR 5QI characteristics to be reused
2) the new parameter points to the new RAN functionality that is needed (see next few bullets).

B) At Flow Establishment and Handover, the RAN performs "3 step admission control" 
1) perform GFBR admission. 
2) If step one is unsuccessful, the RAN checks that there is a reasonable chance to serve the request for GFBR in the future (e.g. that the UE does not request more GBR resources than the complete cell can support).
3) if the request is "reasonable", the RAN performs admission control as for a non-GFBR flow with arbitrary, low quality, QoS.
 
C) The core network AND UE are informed of the outcome of the admission control. Both are informed if subsequently the QoS cannot be guaranteed / when it can be guaranteed again. 
1) RRC signalling is used to inform the UE of the lack of Guarantee / restoration of the Guarantee.   
2) if the DRB and Logical Channel Group are configured for the GFBR flow by performing step 3 of B, the UE discards uplink packets for that flow when their [survival time] expires 

D) Implementation specific RAN mechanisms attempt to restore the QoS As Soon As possible (e.g. re-attempt ‘legacy’ admission control every 250ms, and restart after 4 "successes".)
 
E)  Xn-AP (and N2-AP) Handover signalling parameters are added to allow the source RAN to consider handover to other target cells if the first target cell cannot Guarantee the GFBR flow






2	Discussion
2.1	Reasonable admission, component A/B/C
In the solution component A): it says to introduce an “auto-restore GFBR” to indicate that RAN should do “reasonable admission”. 
In Component B, the solution says that upon the reception of the indication, RAN should do “reasonable admission”, and may accept the QoS flow as “a non-GFBR flow with arbitrary, low quality, QoS.” However, this seems to contradict the Key Issue description, where applications should be targeted that rely on the availability of GBR resources. So, the low-end QoS can only mean “lower-GBR”. Also from an implementation point of view, it comes along with more complexity to first serve a GBR QoS flow with non-GBR resources and then “switch” to GBR treatment.
Observation 1: the GBR service, when flagged as “auto-restore GFBR” should always be treated as “GBR” service.
In Component C, the CN and UE are informed by RAN the outcome of the admission control. Both are informed if subsequently the QoS cannot be guaranteed / when it can be guaranteed again.
Observation 2: Legacy: when RAN sets up the QoS flow successfully, it already implicitly indicated the outcome of the admission control (successful). For the GBR QoS flows, when the QoS is fulfilled or not fulfilled, RAN would notify CN, probably with similar means as of today’s Notification Control.
In our view, we should not create a totally new handling of how the QoS flows are setup or handover for auto-restore GFBR.
RAN nodes implementing Rel-15 Notification Control are able to keep GBR QoS flows in a “Notification Control” state, where the QoS flow is either served with a lower bit rate than GFBR or no resources can be provided at all. 
Observation 3: The notification control mechanism is currently not specified to be applied at initial admission control or handover.
RAN nodes implementing the enhanced Notification Control function, would put the GBR QoS flow into such “Notification Control” state already at the time of setup or handover.
When the QoS flow is flagged with “auto-restore GFBR”, RAN could allow GBR admission control to be set up. The QoS flows are still be treated as GBR. How to keep QoS flows “in evidence” should be a RAN internal implementation matter. Also, it should be RAN internal implementation matter how to decide when the QoS requirements of a QoS flow can be fulfilled again.
RAN node would try to keep the QoS flow as it does with the other GBR QoS flows. In the worst case, As in Rel-15, RAN may at any time decide to release the QoS flow and indicate this to the CN.
We see no need to indicate to UE about the QoS flows being “reasonably admitted”, “not fulfilled” or “fulfilled again.
Proposal 1:   RAN3 to agree to enhance the Rel-15 Notification Control function to also be applied at admission control. NG-RAN shall be allowed to temporarily fail the admission control at resource setup / handover, the QoS flow is accepted to be setup in NG-RAN, treated as a GBR QoS flow, but it is in a “Notification Control” state. It is RAN internal implementation matter how to decide when a QoS flow can be put out of the “Notification state. 
Proposal 2: RAN3 to agree that there is no need to indicate to UE that the QoS flow is setup with “reasonable admission”, or if the QoS flow is fulfilled/not fulfilled.
2.2	Implementation aspect, component D
In the component D), it says:
D) Implementation specific RAN mechanisms attempt to restore the QoS As Soon As possible (e.g. re-attempt ‘legacy’ admission control every 250ms, and restart after 4 "successes".)
In our view, it up to implementation.
Proposal 3: It is up to implementation for RAN mechanisms attempt to restore the QoS.

2.3	Handover to another target, component E
In the solution component E): it says:
E)  Xn-AP (and N2-AP) Handover signalling parameters are added to allow the source RAN to consider handover to other target cells if the first target cell cannot Guarantee the GFBR flow

In our view, when the handover is failed at the first target, the source RAN can always retry on another target, depends on its knowledge either based on the UE measurements or configuration.
To choose the target cell in the handover has always been the responsibility of source RAN, and this should be not changed.
Proposal 4:   RAN3 to agree to answer to SA2 that it is the source RAN to decide the handover target and it is already possible that the source RAN will choose a new target in the failure of handover to the first target. Target may feedback that it cannot Guarantee the GFBR flow.
Proposal 5: To communicate our agreements to SA2.
3	Proposal
Observation 1: the GBR service, when flagged as “auto-restore GFBR” should always be treated as “GBR” service.
Observation 2: Legacy: when RAN sets up the QoS flow successfully, it already implicitly indicated the outcome of the admission control (successful). For the GBR QoS flows, when the QoS is fulfilled or not fulfilled, RAN would notify CN, probably with similar means as of today’s Notification Control.
Observation 3: The notification control mechanism is currently not specified to be applied at initial admission control or handover.

Proposal 1:   RAN3 to agree to enhance the Rel-15 Notification Control function to also be applied at admission control. NG-RAN shall be allowed to temporarily fail the admission control at resource setup / handover, the QoS flow is accepted to be setup in NG-RAN, treated as a GBR QoS flow, but it is in a “Notification Control” state. It is RAN internal implementation matter how to decide when a QoS flow can be put out of the “Notification state. 
Proposal 2: RAN3 to agree that there is no need to indicate to UE that the QoS flow is setup with “reasonable admission”, or if the QoS flow is fulfilled/not fulfilled.
Proposal 3: It is up to implementation for RAN mechanisms attempt to restore the QoS.
Proposal 4:   RAN3 to agree to answer to SA2 that it is the source RAN to decide the handover target and it is already possible that the source RAN will choose a new target in the failure of handover to the first target. Target may feedback that it cannot Guarantee the GFBR flow.
.
Proposal 5: To communicate our agreements to SA2, in [2]
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