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1. Introduction

In recent RAN3 meetings, there was an everlasting discussion on whether and how to specify NG-RAN interfaces, initially focusing the Xn interface, in RAN sharing scenarios. This discussion, however, gradually involved the F1 interface as well. One scenario, virtually “shared gNB-DU and non-shared gNB-CU”, was raised in order for a support for PLMN-specific pattern of F1 interface, and gained some notice from operators [1–2].
In this contribution, we analyse a few inevitable change in order to support a common F1 interface or a PLMN-specific F1 interface, and point out that the common F1 interface is compatible not only with the common Xn design but also the PLMN-specific Xn design, and even further, the “shared gNB-DU and non-shared gNB-CU” deployment. As the result, the common approach of F1 interface can achieve virtually all the benefits of its PLMN-specific counterpart, without any update in the gNB-DU.
2. Discussion
First we shall examine what change or enhancement is inevitable in order to support the common F1 interface, and respectively, the PLMN-specific F1 interface.
Architecture 1: Common F1 interface, with a shared gNB-CU
We do not observe many inevitable changes if we wish to support a common approach. Only two points are worthy mention here:
· Some change on the F1AP to fit multi-PLMN cell management. This issue has already been fully studied in recent meetings and thus we will not address them here.

· The concept of “interface sharing”, i.e. a logical interface can be shared between multiple operators. In recent meetings most companies thought that this is not any “change”. Nevertheless some opposite voices still remind us to list this point here—once we agree to specify any common approach of interface, we have to accept this “interface sharing” concept as well. There is no other choice.
Observation 1: The design of “common” interface literally means “interface sharing”.

The implementation of both gNB-CUs and gNB-DUs will not change much if common F1 interface is chosen. In LTE we have already specified how to share an eNB between different operators, here we only need to follow a similar pattern.
Observation 2: For the deployment scenario of shared gNB-CU physical entities, the “common F1 interface” solution has little impact on gNB-CU and gNB-DU functionality.
In addition, if we choose a PLMN-specific NG interface—similar with what we can do in LTE—the logic architecture will be like this:
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Figure 1. Architecture 1: common F1 interface with a shared gNB-CU.

· From the perspective of the core network, there are multiple logical gNBs (as identified by different gNB IDs), each connecting to a corresponding AMF.

· From the perspective of the gNB-DU, there is only one logical gNB-CU (as one gNB-DU can only connect to one gNB-CU, and it is unaware of any gNB ID directly).

We would like to invite RAN3 to confirm this understanding. Nevertheless, its opposite understanding is also acceptable for us, i.e. one logical F1 connection can be terminated at multiple logical gNB-CUs.
Proposal 1: Confirm that multiple logical nodes from the perspective of AMF may be one logical node from the perspective of gNB-DU.

Proposal 2: If Proposal 1 cannot be agreed, confirm that one logical F1 connection can be terminated at multiple logical gNB-CUs.

Architecture 2: PLMN-specific F1 interface, with PLMN-specific gNB-CUs

This approach has far more impact on the entire architecture and operation, which may finally impact back the NG-RAN interfaces.
First we want to analyse why we have made such agreement that one gNB-DU can be connected with only one gNB-CU at any given time.
The major motivation is we decided to make the gNB-CU, to some extent, a management node toward the gNB-DU. We have allowed the gNB-CU to ask the gNB-DU to turn on or turn off a cell, or even to perform internode coordination. These two procedures, concerning low layer configurations, are obviously independent from any PLMN. If multiple gNB-CUs are granted the right to initial these procedures toward a same gNB-DU, some chaos may happen, e.g. ping-pong configurations, or two parallel requests contradicting to each other. These are all beyond our expectation.
An acceptable solution to this problem is to manually appoint one “primary” gNB-CU for every given gNB-DU. Only this primary gNB-CU has the right to take control of the gNB-DU.
Observation 3: In the architecture of shared gNB-DU (low layer resources) with non-shared gNB-CU, one gNB-CU should be appointed as the primary gNB-CU to take control of this gNB-DU.

This primary gNB-CU, as implied in [1], should also be responsible to encode e.g. SIB2–SIB5:

SIB2-5 will need coordination among operators, probably the radio resource “owner” will define and further tune those parameters “owning”. Coordination will have to take place regardless the architectural approach.

As a natural result, there should be an interface between these gNB-CUs (may be specified within the 3GPP, or may not be).
Observation 4: In the architecture of shared gNB-DU (low layer resources) with non-shared gNB-CU, there should be an interface between the primary gNB-CU and other gNB-CUs.

The next question is on what the gNB-DU should do when it receives an update request from the primary gNB-CU. Take cell activation / deactivation as an example. The primary gNB-CU orders the gNB-DU to activate or deactivate a cell for some reason, by sending a GNB-CU CONFIGURATION UPDATE message toward the gNB-DU. The gNB-DU replies to the primary gNB-CU by sending the corresponding ack message.

This procedure, however, has impact to other gNB-CUs as well. How could these gNB-CUs get aware of the activation / deactivation of this share cell? In the current version of TS 38.473 we have no mean at all for a gNB-DU to tell the gNB-CU precisely that a cell is “deactivated” rather than “out of service”. Three choices are feasible:
· To enhance the F1 interface: the gNB-DU should inform the other gNB-CUs as if the cell is out of service.
· To enhance the F1 interface: to add new IEs into the GNB-DU CONFIGURATION UPDATE message (or code points in “Service Status”), so that the gNB-DU indicate explicitly that a cell is deactivated.

· To rely on the inter-gNB-CU interfaces again, e.g. to assume that the gNB-CUs have already coordinates with each other before deactivating the cell.
We think the third option is the most reasonable one. We would like to invite RAN3 to confirm it.
Proposal 3: Confirm that in the architecture of shared gNB-DU (low layer resources) with non-shared gNB-CU, coordination between the gNB-CUs will have to take place for not only system information broadcasting but also cell management.
Such useful coordination will make the inter-gNB-CU interfaces no longer negligible. The architecture would look more like the figure below:
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Figure 2. Architecture 2: PLMN-specific F1 interface with PLMN-specific gNB-CUs.

Now the architecture is clear. Let’s check its logic.

For the “Interface Management messages”, “Warning Message Transmission messages” and “System Information messages” as defined in TS 38.473§9.2, we have made the majority of them (if not all of them) transferred on the PLMN-specific F1 interface between the gNB-DU and the primary gNB-CU. Most of these messages, however, are not related to any specific PLMN. This means we have to rely on a PLMN-specific logical interface to do some PLMN-irrelevant work. Such coupling might be prone to unexpected errors.
The case with RRC transfer messages is nothing better. The code design of (RRC) CCCH messages makes them naturally independent from PLMNs, i.e. they should be regarded as “common” messages. As analysed in [1], When the gNB-DU receives the UL RRC messages over the CCCH, it can do nothing but forward it toward the primary gNB-CU. For another time, we have to rely on a PLMN-specific logical interface to do the PLMN-irrelevant work.
Observation 5: If F1 is designed as a per-PLMN interface, many PLMN-irrelevant messages have to be transferred on the PLMN-specific logical F1 interface, which is not proper.
Architecture 3: PLMN-specific F1 interface, with a shared gNB-CU

This architecture is nothing more than combining the gNB-CUs in Architecture 2 into a single gNB-CU entity. Many problems still exist, especially the logical odd as pointed out in Observation 5.
In addition, we cannot find any benefit for Architecture 3 compared with architecture 1.

On the contrary, we find one additional drawback:

We should expect that the gNB-DU cannot distinguish Architecture 2 and 3. Therefore, the signalling flow w.r.t. F1 interface should be unified as solutions of both architectures, at least from the perspective of the gNB-DU.
On the basis of this assumption, if we specify the signalling flow for RRC resumption procedure as the one depicted in [1], we should expect the RRC resumption procedure in Architecture 3 should also be performed in a same pattern, i.e.:
· When receiving the UL CCCH message, the gNB-DU should firstly forward it toward the gNB-CU through a “selected” logical F1 interface.
· The gNB-CU, after potential context retrieval, figures out that this “selected” logical F1 interface is wrong. Therefore it tells the gNB-DU to redirect to resend this message through the “correct” one.

· The gNB-DU resend this message through the correct F1 interface.
· The gNB-CU receives this RRC message again.

Such signalling flow is completely a waste of time compared with the one in Architecture 1.
Observation 6: For the scenario of “shared gNB-CU” deployment, the “common F1 interface” solution performs better than the “PLMN-specific F1 interface” solution.
Now we have analysed the major impact of the three architectures, and figures out that, for the scenario of “shared gNB-CU” deployment, the “common F1” solution has some major comparative advantages over the “PLMN-specific F1” solution, and no major comparative disadvantages. How about the “non-shared gNB-CU” deployment? Here we propose an alternative option of Architecture 2, using the “common F1” approach.
Architecture 4: Common F1 interface, with PLMN-specific gNB-CU physical entities

In the analysis of Architecture 2, we pointed out that:
· There should be a primary gNB-CU.

· Most of the non-UE associated messages (e.g. Interface Management messages and INITIAL UL RRC MESSAGE TRANSFER message) should be delivered in the F1 interface between the primary gNB-CU and the gNB-DU.

This revokes us about the specification of multiple TNL association, designed for gNB-CU virtualisation in which gNB-CU physical entities may be deployed geographically distant from each other, while still belong to a single logical gNB-CU and has only one logical interface with the gNB-DU. Here we can simply reuse the same concept:
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Figure 3. Architecture 4: Common F1 interface with PLMN-specific gNB-CU physical entities.

Unlike Architecture 2, the lines between the gNB-DU and the gNB-CU physical entities mean the multiple TNL associations of one single F1 interface, rather than logical F1 interfaces. The black line in the middle means that this TNL association(s) is used for both UE-associated signalling and non-UE-associated signalling, while the red and blue lines means that these TNL associations are used for only UE-associated signalling.
From the perspective of gNB-DU, Architecture 4 is not distinguishable from Architecture 1 if the latter is equipped with multiple TNL association. When the gNB-DU wished to trigger gNB-DU configuration update procedure or to transfer the initial UL RRC message, it will automatically send the triggering message toward the primary gNB-CU physical entity, as the TNL association(s) between them is the only one(s) allowed to carry non-UE associated F1AP messages. Therefore, the gNB-DU is not required to undergo major updates.
Observation 7: Compared with the “PLMN-specific F1 interface” solution, the “common F1 interface” demands less functional update in the gNB-DU.
From the perspective of gNB-CU, Architecture 4 is not very different from Architecture 2, except that the “(logical) gNB-CU” should be replaced by “gNB-CU physical entities” here (whether we may also call them “logical entities” depends on the answer of Proposal 1 and 2):

· There should be one primary gNB-CU physical entity.
· There should be interfaces between the primary gNB-CU physical entity and other gNB-CU physical entities.
Since an interface between the primary gNB-CU physical entity and any other gNB-CU physical entity is inevitable, here we proposed that it can be also reused for some UE-associated procedures, e.g. the RRC connection resumption procedure:
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Figure 4. RRC Connection Resume Procedure.

· Step 1: The UE triggers RRC connection resume procedure when camping in a cell share among multiple PLMNs. It sends the RRCResumeRequest message toward the gNB-DU.

· Step 2: The gNB-DU, forward this RRC message directly toward the primary gNB-CU physical entity, along with the allocated gNB-DU UE F1AP ID, the C-RNTI it allocated during the random access, the CellGroupConfig it generated, etc.

· Step 3: The primary gNB-CU physical entity may be able to identify which PLMN this UE selects, or it may not. If the primary gNB-CU physical entity can identify its PLMN, it shall transfer the INITIAL UL RRC MESSAGE TRANSFER message directly toward the “correct” gNB-CU physical entity. Otherwise it shall transfer the INITIAL UL RRC MESSAGE TRANSFER message toward all potential gNB-CU physical entities, and let them to perform the Retrieve UE Context procedure on their own PLMN-specific Xn interfaces.

· Step 4: The “correct” gNB-CU physical entity successfully retrieves the UE context, whereas the other gNB-CU physical entities fail.
· Step 5: The “correct” gNB-CU physical entity may report to the primary gNB-CU physical entity that it has successfully retrieved the UE context and will handle this resume procedure, whereas the other gNB-CU physical entities indicate failures. The primary gNB-CU physical entity can delete all the related context when receiving this message.
· Step 6: The “correct” gNB-CU physical entity send the UE CONTEXT SETUP REQUEST message toward the gNB-DU, directly through the TNL association between them.
· Step 7: According to the current version of TS 38.401, the gNB-DU responses with the UE CONTEXT SETUP RESPONSE message through the same TNL association. This message will naturally arrive at the “correct” gNB-CU physical entity.

· Step 8–11: Rest part of RRC connection resume procedure.

In our understanding, this solution can achieve the same degree of “function separation”, especially “security isolation”, as Architecture 2.
Take the RRC Connection Resume procedure as an example. The AS security is activated strictly at Step 4, and the low layer configuration is generated at Step 6. These are all after Step 3 in which the primary gNB-CU physical entity “hand over” the UE toward the corresponding gNB-CU physical entity.
From the beginning to the end the gNB-CU is not possible to touch any sensitive information. The information in Step 2, such as the CellGroupConfig, should not be regarded as sensitive information, as they are inevitable to be touched and can be easily replaced during the following UE context setup procedure.
The matter with the load of primary gNB-CU physical entity and the interface is even more obvious. From Step 5 on, there is no longer anything to do with the primary gNB-CU physical entity, and the interface between the gNB-CU physical entities. If the “correct” gNB-CU or the gNB-DU wants to reconfigure the RRC connection, they shall perform it directly on the TNL association between them without any disturb on the primary gNB-CU.
The case with gNB-initiated UE-associated procedure is also performed as simply as Architecture 2. For example, if the “correct” gNB-CU physical entity is selected as a target gNB for handover, it shall contact the gNB-DU directly through the SCTP association between them. And later when the UE access into the gNB-DU, the gNB-DU can identify the UE by the C-RNTI and shall also send the UL RRC MESSAGE TRANSFER message through this TNL association. The primary gNB-CU physical entity can be unaware of all of these operations from the beginning.
Observation 8: For the scenario of “PLMN-specific gNB-CU physical entities” deployment, the “common F1 interface” solution performs as well as, or even better than the “PLMN-specific F1 interface” solution.

Based on Observation 8 and 9, we can conclude that:
Observation 9: The “common F1 interface” solution is applicable for the scenario of geographical distributed gNB-CU physical entities, and can work as well as, or even better than the “PLMN-specific F1 interface” solution.
Following tabular is a brief summary of a few key points of the four architectures.

	Architecture
	Architecture 1
	Architecture 4
	Architecture 3
	Architecture 2

	gNB-CU physical entity
	Shared
	Geographically distributed
	Shared
	Geographically distributed

	Logical F1 interface
	Shared
	PLMN-specific

	F1 TNLA
	Shared
	PLMN-specific

	gNB ID, cell ID, etc
	Probably PLMN-specific

	gNB-DU ID
	Shared
	Probably PLMN-specific

	Compatibility on PLMN-specific Xn / NG interface
	Yes

	Any interface between gNB-CU physical entities?
	No
	Yes
	No
	Yes

	Is there any non-PLMN-specific messages transferred on PLMN-specific logical interfaces?
	No
	Yes

	Necessary updates on gNB-DU functionality
	Few
	Many

	UE initiated procedure
	Mainly reusing current mechanism
	Unclear

	Separation of UE security context among different PLMNs
	No
	Yes
	No
	Yes


Based on the analyses above, we can conclude that the “common F1 interface” solution has the same or a better performance compared with the “per-PLMN specific F1 interface” for any type of deployment scenario. Therefore, we propose to select the “common F1 interface” as the baseline.
Proposal 4: Support the “common F1 interface” solution for any deployment scenarios that “PLMN-specific F1 interface” solution may applies, including the scenario in which the gNB-CU physical entities are deployed in a PLMN-specific pattern.

3. Conclusion

From the analyses of Architecture 1, we raise the following observations and proposals w.r.t. the concept of the “common F1 interface” solution:
Observation 1: The design of “common” interface literally means “interface sharing”.

Observation 2: For the deployment scenario of shared gNB-CU physical entities, the “common F1 interface” solution has little impact on gNB-CU and gNB-DU functionality.

Proposal 1: Confirm that multiple logical nodes from the perspective of AMF may be one logical node from the perspective of gNB-DU.

Proposal 2: If Proposal 1 cannot be agreed, confirm that one logical F1 connection can be terminated at multiple logical gNB-CUs.

From the analyses of Architecture 2, we raise the following observations and proposals w.r.t. the scenario of “PLMN-specific gNB-CU physical entities” deployment:
Observation 3: In the architecture of shared gNB-DU (low layer resources) with non-shared gNB-CU, one gNB-CU should be appointed as the primary gNB-CU to take control of this gNB-DU.

Observation 4: In the architecture of shared gNB-DU (low layer resources) with non-shared gNB-CU, there should be an interface between the primary gNB-CU and other gNB-CUs.

Proposal 3: Confirm that in the architecture of shared gNB-DU (low layer resources) with non-shared gNB-CU, coordination between the gNB-CUs will have to take place for not only system information broadcasting but also cell management.

Observation 5: If F1 is designed as a per-PLMN interface, many PLMN-irrelevant messages have to be transferred on the PLMN-specific logical F1 interface, which is not proper.

By comparing Architecture 1 and 3, we observe that:
Observation 6: For the scenario of “shared gNB-CU” deployment, the “common F1 interface” solution performs better than the “PLMN-specific F1 interface” solution.

Then we raised a new architecture—Architecture 4, and observe that:
Observation 7: Compared with the “PLMN-specific F1 interface” solution, the “common F1 interface” demands less functional update in the gNB-DU.
Observation 8: For the scenario of “PLMN-specific gNB-CU physical entities” deployment, the “common F1 interface” solution performs as well as, or even better than the “PLMN-specific F1 interface” solution.

Therefore we observe and propose:
Observation 9: The “common F1 interface” solution is applicable for the scenario of geographical distributed gNB-CU physical entities, and can work as well as, or even better than the “PLMN-specific F1 interface” solution.
Proposal 4: Support the “common F1 interface” solution for any deployment scenarios that “PLMN-specific F1 interface” solution may applies, including the scenario in which the gNB-CU physical entities are deployed in a PLMN-specific pattern.
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