3GPP TSG-RAN WG3 #103bis

R3-191504
Xi’an, China, 8-12 April 2019



Source:
CATT

Title:
Discussion on Mobility Load Balance in 5G system
Agenda Item:
25.2.3.4
Document for:
Discussion
1. Introduction

In RAN-Centric Data collection SI, one of the objectives is load sharing and load balancing. Based on the use case description, load balancing will focus on the following points:
       1 Definition of the data required the load sharing and load balancing 

       2 Functions and actions required to support the load sharing and balancing e.g. Load reporting, adapting handover and/or reselection configuration.

In this contribution, we make some analysis on this use case and give our proposals accordingly
2. Discussion
 2.1 General principle for Load sharing in NR 
In LTE, for resource status report, several metrics are introduced i.e. Hardware load Indicator,S1 TNL Load Indicator, Radio Resource Status and Composite Available Capacity Group. From our point of view, in realistic deployment scenario, it rarely happen that there are a lot of radio resources available while the hardware load and S1 TNL load is very heavy. So, the most important parameters for load coordination is radio resource status report.

Proposal 1: It is proposed to high prioritize the coordination of radio resources of  each cell between two NG-RAN nodes.
In NR, a lot of new features are introduced, e.g. CU/DU split, CP/UP separation, MR-DC. Here, we make analysis based on the new features in NR
1) CU/DU split

In LTE, the radio resource coordination is only between two neighbour nodes. In NR, with the introduction of CU/DU split, the accurate radio resource usage information is only known in DU. However, CU is in charge of the inter-DU and inter-CU handover decision, so, the radio resource status report should also be reported from DU to CU.

Proposal 2: It is proposed to support radio resource usage report form DU to CU.
2 ) CP/UP Separation

In Rel-15, we have introduced gNB-CU-UP capacity IE to indicate the relative processing capacity of an gNB-CU-UP with respect to other gNB-CU-UPs. We think load sharing for CP/UP separation is already supported.
Observation: Load sharing for CP/UP separation is already supported in Rel-15.
3) MR-DC

When discussing MLB, LTE DC is still not introduced, which means DC is not considered when implementing mobility between neighbor nodes. In NR, MR-DC is a very important feature which should be taken into account for load balancing.

For MR-DC, normally, the MN node is used for coverage and the secondary node is selected for throughput improving. In this case, when deciding the target node, not only the load of the potential target MN node needs to be considered, the load status of the node which is possible to be added as SN node after the handover procedure should also be taken into account.

For example, in figure 1, eNB1, eNB2 and eNB3 are neighbor nodes.gNB1 and gNB2 are two NR nodes which are deployed for throughput improvement. There is X2 connectivity between eNB1 and gNB1, also, eNB3 has X2 connectivity with gNB2.Based on the load sharing procedure, eNB1 knows that the load of eNB2 is light than the load in eNB3. However, since eNB 3 could add eNB 2 as SN node which offload the traffic from MN, eNB 1 may decide to handover the UE to eNB 3
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Figure1: Example of load balance for MR-DC scenario
Proposal 3: It is proposed to inform the neighbor node of the node list which have direct interface and could be added as SN node. The load status of these nodes should also be transferred to the peer node. 
2.2 Granularity for load sharing
As to the level of radio resource coordination, currently, only GBR and non GBR are differentiated. In fact, within one NG-RAN node, traffic would be scheduled based on its QoS parameters i.e. bearers with high QOS requirement would be scheduled with high priority. Currently, the mandatory QoS parameters which used to indicate the priority of the DRB/QoS include 5QI and ARP. Taking ARP as example, the following parameters are included:
Allocation and Retention Priority

This IE specifies the relative importance compared to other QoS flows for allocation and retention of the NR RAN resource.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Allocation/Retention Priority
	
	1
	
	

	>Priority Level
	M
	
	INTEGER (0..15, ...)
	Desc.: This defines the relative importance of a resource request. (see TS 23.501 [7]).

Usage:

Values between 1 and 15 are ordered in decreasing order of priority, i.e., 1 is the highest and 15 is the lowest.

	>Pre-emption Capability
	M
	
	ENUMERATED (shall not trigger pre-emption, may trigger pre-emption, ...)
	Desc.: This IE indicates the pre-emption capability of the request on other QoS flows

Usage:

The QoS flow shall not pre-empt other QoS flow or, the QoS flow may pre-empt other QoS flows

The Pre-emption Capability indicator applies to the allocation of resources for a QoS flow and as such it provides the trigger to the pre-emption procedures/processes of the gNB.

	>Pre-emption Vulnerability
	M
	
	ENUMERATED (not pre-emptable, pre-emptable, ...)
	Desc.: This IE indicates the vulnerability of the QoS flow to preemption of other QoS flows.

Usage:

The QoS flow shall not be pre-empted by other QoS flows or the QoS flow may be pre-empted by other QoS flows.

Pre-emption Vulnerability indicator applies for the entire duration of the QoS flow, unless modified and as such indicates whether the QoS flow is a target of the pre-emption procedures/processes of the gNB.


As described in the tabular, Pre-emption Capability indicates the pre-emption capability of the request on other QoS flows, and Pre-emption Vulnerability indicates the vulnerability of the QoS flow to preemption of other QoS flows. For example, there are three neighbor cells i.e.cell1, cell2 and cell3 . The PRB usage of both cell1 and cell2 are 90%.However, the traffic in cell 1 could be pre-empted by other QoS flows while the traffic in cell 2 could not be pre-empted. In this case, cell3 would rather handover the UE to cell 1 than cell 2.
Proposal 4: It is proposed to coordinate load information per 5QI/ARP level.
2.3 Mobility parameters adaptation
The mobility parameters adaptation could follow the mechanism in LTE, i.e. modify the handover related parameters according to the load information retrieved and indicate the change to peer node. Based on that information, the peer node updates its mobility parameter toward the cells in this node accordingly.

Proposal 5: It is proposed to reuse LTE mechanism i.e. Mobility change procedure for mobility parameters adaptation.

3. Conclusion

Proposal 1:It is proposed to high prioritize the coordination of radio resources of  each cell between two NG-RAN nodes and between CU and DU.

Proposal 2: It is proposed to coordinate load information per 5QI/ARP level.
Proposal 3: It is proposed to inform the neighbor node of the node list which have direct interface and could implement MR-DC. It is also beneficial to indicate the load of these neighbor nodes.
Proposal 4: It is proposed to coordinate load information per QCI/ARP level.
Proposal 5: It is proposed to reuse LTE mechanism i.e. Mobility change procedure for mobility parameters adaptation.

4. TP for 37.816
5.4
Load Sharing and Load Balancing Optimisation
5.4.1 Description:
The objective of load sharing and load balancing is to distribute cell load evenly among cells or to transfer part of the traffic from congested cell, or to offload users from one cell or carrier or RAT to achieve network energy saving. This can be done by means of optimization of cell reselection/handover parameters and handover actions. The automation of such optimisation can provide high quality user experience while simultaneously improving the system capacity, and also minimize human intervention in the network management and optimization tasks.

Compared to LTE, NR new features, e.g. CU/DU split and CP-UP separation architecture, network slicing, and EN-DC/MR-DC should be considered in the load sharing and load balancing optimization in NR. Specifically, the gNB should be able to indicate its load to the peer gNBs over the Xn interface and to base stations of other RAT via core network. The X2 interface should be considered for EN-DC (NR load, LTE load), as well as 5GC connected eNBs (Xn). Study on inter-DU load sharing and balancing in one CU is needed. The slicing level metrics e.g. slice level radio resource utilization and slice availability also need to be taken into account for the reselection/handover parameters and handover action optimization. 
Both intra-RAT and inter-RAT load balancing scenarios should be supported. LTE is the baseline, studies for NR will focus on
1. Definition of the data required the load sharing and load balancing;
2. Functionalities and actions required to support the load sharing and load balancing, e.g., load reporting, adapting handover and/or reselection configuration
 5.4.2 Solution Description

1) Solutions on loading sharing

For general scenarios:

To enable load sharing, radio resource usage should be coordinated between two neighbor nodes. The granularity of load sharing should consider per ARP/5QI.
For CU/DU split scenario:

DU should report the radio resource usage to CU. CU could decide the target DU with the load information considered 

For MR-DC case:

To support load sharing for MR-DC, during X2/Xn setup procedure, eNB/NG-RAN node should inform its peer node of the NG-RAN node list which have direct interface and could implement MR-DC operation. It is also beneficial to inform the neighbor node of the load status for these NG-RAN nodes which could be added as SN node. With all this load information, the source node could decide the proper target node for UEs with MR-DC capabilities. 

2) Solutions on Mobility parameters adaptation 

The load balance optimization could follow the mechanism in LTE, i.e. modify the handover related parameters according to the load information retrieved and indicate the change to peer node. Based on that information, the peer node updates its mobility parameter toward the cells in this node accordingly.
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