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Introduction

At RAN3 #103 meeting, there was a discussion on reinterpretation of the Desired Buffer Size IE in DDDS PDU[1], which may lead to changes on how PDCP hosting node calculates the amount of data to send, and no conclusion was achieved. The offline discussion was summarized in [2] as below. In this contribution, we will provide our views on this issue, and provide the corresponding CR for clarification of  Desired Buffer Size.
--------------------------------------------------------------From [2]-------------------------------------------------------------------
2.1
Desired Buffer Size

At the offline, the interpretation of the Desired Buffer Size turned out to be somewhat ambiguous for some companies:

Some companies understand it, that the Desired Buffer Size that is reported from the DU or the Assisting node shall include data not yet acknowledged (i.e. it should include the “data in flight”). However, if buffered data is included, the buffer may be overflowed.

Some companies understand it, that the “beyond” does not mandate the starting point (but rather defines the lower boundary) and therefore the Desired Buffer Size indicates the amount of data to be provided (i.e. it should exclude the “data in flight”).

At this meeting, RAN3 did not manage to agree a common understanding and to clarify the definition.

------------------------------------------------------------------------------------------------------------------------------------------------
Discussion
 Desired Buffer Size

it is proposed in [1], that is “To remove the statement starting from “beyond” (from both RLC modes), so that the hosting node interprets the desired buffer size as the amount of data it is expected to send on top of what the corresponding node has already received.”

This addressed issue on  desired buffer size is not new, In LTE DC, RAN3 discussed the same issue for a long time, and the following options for calculation mechanism of buffer size with or without PDCP SN reference for flow control has been discussed, and can be found  in below[4].

--------------------------------------------------------------From [4]-------------------------------------------------------------------
Implementation matter (no strict periodicity, no reference PDCP SN)

This option was claimed to provide maximum freedom at both MeNB and SeNB. However, there was no evidence provided that flow control is able to interwork because MeNB cannot judge how the SeNB calculates the desired buffer size where packet scheduling is ongoing at the SeNB.

Calculation mechanism specified by reference PDCP SN (no strict periodicity, reference PDCP SN)

In this option, MeNB always has a reference PDCP SN from where it can start counting the available buffer size indicated by the SeNB. In this case exact periodicity is not needed since even if the SeNB sends flow control feedback faster than the X2 RTT, the MeNB always exactly knows how much data the SeNB was “requesting” when sending the available buffer size.

Calculation mechanism specified by periodicity (strict periodicity, no reference PDCP SN)

In this option, let us assume X2 RTT is 20 ms and the SeNB sends flow control information every 5 ms. Assuming SeNB indicates “available buffer size = X” at time instant t and “available buffer size = Y” at time instant t+5ms, does MeNB assume that SeNB calculated Y completely independently from X, or (when calculating Y) did the SeNB take into account that X was already indicated but most likely not yet reached the MeNB? Therefore, there might be uncertainty in the MeNB and it is needed to have strict periodicity >= X2 RTT to be on the safe side.
Calculation mechanism specified by periodicity and reference PDCP SN (strict periodicity, reference PDCP SN)

In this solution, MeNB always has both reference PDCP SN and periodicity.
------------------------------------------------------------------------------------------------------------------------------------------------
During the past RAN3 discussion, it was recognized that in order to have an interoperable solution, at least the interpretation at the MeNB needs to be clear. In order to achieve this, it is necessary to clearly specify that MeNB regards the desired buffer size as being declared from the PDCP SN reported within the same frame. From MeNB perspective, “when” does not help since MeNB does not know when the indication is exactly sent from the SeNB. In addition, SeNB should declare the desired buffer sizes as the momentary ones, which are independent of buffer sizes indicated in the past. 

At the RAN3#86 meeting, The TP [4] for the solution B, which MeNB always has a reference PDCP SN from where it can start counting the available buffer size indicated by the SeNB, was agreed for 36.425. In the TS36.425, how to handle desired buffer size IE at MeNB is described as below:

----------------------------------------------------------------- from TS36.425 ---------------------------------------------------------
The MeNB, when receiving the DL DATA DELIVERY STATUS frame:

-
regards the desired buffer size under b) and c) above as the amount of data desired from the SeNB being declared

-
from the PDCP sequence number reported under a) above within the same frame, as well as from the most recently reported PDCP sequence number(s) of all other E-RABs established for the UE;

-
as the momentary desired buffer sizes, independent of buffer sizes indicated in the past.
-
is allowed to remove the buffered PDCP PDUs according to the feedback of successfully delivered PDCP PDUs;

-
decides upon the actions necessary to take for PDCP PDUs reported other than successfully delivered.

------------------------------------------------------------------------------------------------------------------------------------------------
Observation 1: The addressed issue on  desired buffer size is not new. In LTE DC, RAN3 discussed the same issue for a long time, and finally selected calculation mechanism binding of the desired buffer size and the highest PDCP SN reported.
In NR TS38.425, LTE is baseline for the definition of desired buffer size. In addition, compared with LTE data flow control, no new problems are introduced in NR for Desired buffer size. So, there is no need to change the current mechanism which is binding of the desired buffer size and the highest PDCP PDU. 

Proposal 1: No new problems are introduced in NR for Desired buffer size calculation, There is no need to  reinterpret DBS IE. 

From below summary of the offline discussion[2], it seems it is needed to clarify how hosting node calculates how much data to send.
--------------------------------------------------------------From [2]-------------------------------------------------------------------
2.1
Desired Buffer Size

At the offline, the interpretation of the Desired Buffer Size turned out to be somewhat ambiguous for some companies:

Some companies understand it, that the Desired Buffer Size that is reported from the DU or the Assisting node shall include data not yet acknowledged (i.e. it should include the “data in flight”). However, if buffered data is included, the buffer may be overflowed.

Some companies understand it, that the “beyond” does not mandate the starting point (but rather defines the lower boundary) and therefore the Desired Buffer Size indicates the amount of data to be provided (i.e. it should exclude the “data in flight”).

At this meeting, RAN3 did not manage to agree a common understanding and to clarify the definition.

------------------------------------------------------------------------------------------------------------------------------------------------
There are two parts of the buffer size in assisting Node (refer to Fig. 1), one is the desired buffer size (b); and the other is the size of buffered data which has not been sent to the UE (a), including not transmitted data and flight data to UE( not yet acknowledged). The reported desired buffer size(b) indicates the amount of data to be provided (i.e. it excludes (a) part), and the reported highest PDCP SN indicates the lower boundary of the buffered data(a) .
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Fig1 
However, assisting node can not know how much data sent by hosting node is not arrived(c) (i.e. the data on the fly to assisting node), so the reported desired buffer size (b) includes (c).  the (c) part is  the data between the last PDCP PDU SN the hosting node sent to the assisting node and the highest PDCP PDU SN. 
Since the reported DBS includes (c) part, and (c) part has already been sent by the hosting node, When hosting node calculating how much data to send according to feedback of DBS,it should exclude the (c) part data.

Observation2: The Desired Buffer Size indicates the amount of data to be provided (i.e. it should exclude the “data in flight to UE”),  PDCP hosting node should calculates how much data it could send according to the feedback of  DBS (i.e. excludes the“data in flight to assisting node”).  (That is “the “beyond” does not mandate the starting point (but rather defines the lower boundary) and therefore the Desired Buffer Size indicates the amount of data to be provided (i.e. it should exclude the “data in flight””).
In the TS38.425, how to handle desired buffer size IE at PDCP hosting node is described as below:

----------------------------------------------------------------- from TS38.425 ---------------------------------------------------------
-
regards the desired buffer size under b) […] above as the amount of data to be sent from the hosting node:

-
If the value of the desired buffer size is 0, the hosting node shall stop sending any data per bearer.
-
If the value of the desired buffer size in b) above is greater than 0, the hosting node may send up to this amount of data per bearer beyond the "Highest Delivered NR PDCP SN" for RLC AM, or the hosting node may send up to this amount of data per bearer beyond the "Highest Transmitted NR PDCP SN" for RLM UM.

------------------------------------------------------------------------------------------------------------------------------------------------
For above highlight descriptions, the statement starting from “beyond”implies the need to exclude the  data in flight to assisting node (i.e. the amount data between the last PDCP PDU SN the hosting node sent to the assisting node and the reported highest PDCP PDU SN should be excluded from reported DBS), but more clear clarifications can be added here as below.

----------------------------------------------------------------- from TS38.425 ---------------------------------------------------------
-
regards the desired buffer size under b) […] above as the amount of data to be sent from the hosting node:

-
If the value of the desired buffer size is 0, the hosting node shall stop sending any data per bearer.
-
If the value of the desired buffer size in b) above is greater than 0,  the calculated amount of data to be sent should exclude the data in flight to assisting node, that is ,the hosting node may send up to this amount of data per bearer beyond the "Highest Delivered NR PDCP SN" for RLC AM, or the hosting node may send up to this amount of data per bearer beyond the "Highest Transmitted NR PDCP SN" for RLM UM.

------------------------------------------------------------------------------------------------------------------------------------------------
Proposal 2: More clarifications  for “beyond” can be added into TS38.425, the corresponding CR is provided in [5].
Even the desired buffer size is mandatory field in the DDDS frame, If the assisting node cannot cope with additional data, it can feedback “0” value of desired buffer size IE to indicate PDCP hosting node to stop sending any data. In LTE DC, when assist node feedback DDDS frame is up to implementation, and the mechanism of POLL DDDS is added in NR. However, the DDDS should not be triggered too often, the updated DBS will be provided within new DDDS frame for some period, which is independent of buffer sizes indicated in the past. So, there is no problem for DBS IE present in every DDDS and handling of ‘zero’ and non-zero DBS values.
Proposal 3:There is no problem for DBS IE present in every DDDS and handling of ‘zero’ and non-zero DBS values. 

 Conclusion
Observation 1: The addressed issue on  desired buffer size is not new. In LTE DC, RAN3 discussed the same issue for a long time, and finally selected calculation mechanism binding of the desired buffer size and the highest PDCP SN reported.
Proposal 1: No new problems are introduced in NR for Desired buffer size calculation, There is no need to  reinterpret DBS IE. 

Observation2: The Desired Buffer Size indicates the amount of data to be provided (i.e. it should exclude the “data in flight to UE”),  PDCP hosting node should calculates how much data it could send according to the feedback of  DBS (i.e. excludes the“data in flight to assisting node”).  (That is “the “beyond” does not mandate the starting point (but rather defines the lower boundary) and therefore the Desired Buffer Size indicates the amount of data to be provided (i.e. it should exclude the “data in flight””).
Proposal 2: More clarifications  for “beyond” can be added into TS38.425, the corresponding CR is provided in [5].
Proposal 3:There is no problem for DBS IE present in every DDDS and handling of ‘zero’ and non-zero DBS values. 
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