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1	Introduction
During RAN2#105 it was agreed that the Adaptation layer will perform the routing and bearer mapping functions for IAB network. Furthermore, in RAN2 email discussion ([105#46][IAB] Routing), two candidates for the route identifier were discussed, which will be carried in the Adaptation layer header. The objective of this paper is to provide more details on the possible options for the route identifier.
[bookmark: _Hlk535756277]2 	Discussion
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Option1: The Adaptation layer carries the Access IAB node L2 address (both in the DL and UL).
Option2: The Adaptation layer carries the Access IAB node address in the DL and Donor-DU L2 address in the UL.
Option3: The Adaptation layer carries both the Donor-DU and the Access IAB node L2 address, in both UL and DL.
Option4: Path identifier.
Option1 can forward packets for simple topologies under a single Donor-DU. However, for topologies with multiple Donor-DUs, the intermediate IAB nodes need some mechanism for ensuring the UL transmission of packets to the correct/intended Donor-DU. One such mechanism could be reflective mapping, where packets with a particular destination L2 address are forwarded to the same node in the UL from which the packets were received in the DL. However, then Option1 will always use the same path for routing traffic in DL and UL, making it less flexible. Moreover, whenever the network load condition changes, i.e. some links become congested while others become less congested, then the forwarding/lookup tables in the intermediate IAB nodes need to be updated. This could lead to high signaling overhead. On the plus side, just a two-byte field is enough to enable packet forwarding in a relatively large IAB network for Option1 (i.e. in the order of 65,000 nodes).
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			Figure 1: Example of Path ID-based packet forwarding in IAB network
Option2 can forward packets to several Donor-DUs and unlike Option1 does not need to use the same path for routing traffic in DL and UL. However, the access IAB node address is not included in the UL packets, which could have been useful for the intermediate IAB nodes (e.g. to track how much traffic is generated by each IAB node, to prioritize traffic based on number of hops, etc.). Also, like Option1, Option2 needs to update the forwarding/lookup tables in the intermediate IAB nodes every time the network load conditions.
Option3 combines the capabilities of both Option1 and Option2 at the expense of extra overhead. This option can forward traffic between several Donor-DUs to the same access IAB node, and UL and DL paths for a given access IAB node do not need to be the same. On the downside, Option3 requires a double address field size compared to Option1 and Option2.
Option4 employs Path ID for forwarding the packets in the IAB network, where all the paths computed by a centralized entity (Donor-CU-CP) are provided and stored in each IAB node. The end nodes, i.e. Donor-DU and the Access IAB node add the Path ID in the packet header (Adaptation layer header). Meanwhile, the intermediate IAB nodes compute the next IAB node for the Path ID (carried in the packet header) by inspecting the paths stored in IAB nodes database with the same ID and then forward the packet to the next IAB node. Figure 1 shows an illustrative example for Path ID-based packet forwarding in an IAB network. Since the intermediate nodes just forward the packets based on the Path ID carried in the packet header that is added either by Donor-DU (in DL) or Access IAB node (in UL), packets can easily be switched from one path to another alternative path (among the computed paths for a particular destination) by modifying the Path ID in the packet headers at the end nodes. For instance, in the illustrative example of figure 1, packets for IAB 5 can be forwarded via another path (DU1IAB1IAB3IAB5) by having the Donor DU1 simply add Path ID 25 in the adaptation header of outgoing packets instead of Path ID 21. Because of this feature, Path ID-based forwarding does not need to update the intermediate IAB nodes lookup/forwarding tables every time the network load conditions change, leading to less signaling overhead. In addition, Path ID provides more information to the intermediate IAB nodes, such as number of hops already traversed by a packet, the number of hops still need to be traversed etc. compared to other options. When it comes to the field size for Option4, for the simplest case (shown in Figure2) where a single Path ID for each IAB node is used for packet forwarding in both UL and DL (i.e. bidirectional) the field size of Option4 is equal to Option1 and Option2. However, for other cases, such as using different Path IDs (i.e. unidirectional ID) in the DL and UL and employing more than one path for each IAB node (as illustrated in Figure 1 example) the field size for Option4 is slightly larger than Option1 and Option2.
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Figure 2: Example of a single bidirectional Path ID for each node in IAB network

[bookmark: _Toc1045834]There are several options for the type of identifier to use for packet forwarding in an IAB network.
[bookmark: _Toc1045835]Path ID-based packet forwarding requires less signaling for topology adaptation and provides more (implicit) information to intermediate IAB (e.g. number of hops), which can be used for implementing features such as fairness/prioritization.

Based on the above discussion, we propose:
Proposal 1:   Employ Path ID-based forwarding for IAB networks in Rel-16.
For Path ID-based forwarding, centralized topology management by CU-CP is required and this seems to be a natural fit for the selected architecture option 1a (in TR 38.874) for Rel-16. The Donor CU will configure the forwarding rules in the Adaptation layer for all the IAB nodes, which can be updated/reconfigured as per need. As explained above, for Path ID-based forwarding, this reconfiguration of IAB nodes will be less frequent compared to other options, since changing the path for packets (for load balancing, or handling RLF, etc.) to a specific destination only requires assigning new Path ID in the packet’s headers by Donor-DU. With this in mind, Rel-16 should aim at centralized path management for IAB network and postpone the distributed management to later releases.
Proposal 2:  A centralized topology management by the donor CU is used for IAB networks in Rel-16.

4	Conclusion
In the previous sections we made the following observations: 
Observation 1	There are several options for the type of identifier to use for packet forwarding in an IAB network.
Observation 2	Path ID-based packet forwarding requires less signaling for topology adaptation and provides more (implicit) information to intermediate IAB (e.g. number of hops), which can be used for implementing features such as fairness/prioritization.
Based on the discussion in the previous sections, we propose the following:
Proposal 1:   Employ Path ID-based forwarding for IAB networks in Rel-16.
Proposal 2:  A centralized topology management by the donor CU is used for IAB networks in Rel-16.
5	Reference
[1] RP-190712, WID: Integrated Access and Backhaul for NR, Qualcomm, RAN#83, March 2019. 


	3/11	
image1.png
Packet for UE
connected to IAB 5

IAB DU1 adds Path ID 21 in the

Adaptation layer header

IABDU 1

IAB1 computes the next hop

(IAB2) for the packet
Path ID 21 --> DU1--> IAB1 --> IAB2 --> IAB5S

1AB2 computes the next hop
(IABS) for the packet 9

Path ID 21 > DU1--> IAB1 ~-> IAB2 --> IAB5

[Fom] w1

Final destination for the packet

Packet is forward to UE

IAB DU 2
i

IAB network paths with Path ID numbers

DU1 -> IAB1 ~> Path ID 1
1AB1 --> DU1 > Path ID 2
DU1 -> 1AB1 --> IAB2 > Path ID 3
DU1 ->Path ID 4
DU2 > 1AB3 --> IAB2 -> Path ID 5
IAB2 --> IAB3 > DU2 -> Path ID 6
DU1 --> IAB1 -> IAB3 ~> IAB2 > Path ID 7
IAB2 --> IAB3 ~-> IAB1 --> DU1 --> Path ID 8
DU1 -> IAB1 --> IAB3 ~> Path ID 9
1AB3 ->IAB1 --> DU1 > Path ID 10
DU2 > 1AB3 -> Path ID 11
IAB3 --> DU2 -> Path ID 12
DU1 -> IAB1 Path ID 13
1AB3 > IAB2 > IAB1 --> DU1 > Path ID 14
DU1 -> IAB1 --> IAB3 ~-> IAB4 > Path ID 15
1AB4 --> IAB3 ~> IAB1 --> DU1 > Path ID 16
DU2 > IAB3 -> IAB4 --> Path ID 17
IAB4 > IAB3 > DU2 --> Path ID 18
DU1 -> IAB1 -> IAB2 > IAB3 --> IAB4 ~-> Path ID 19
IAB4 -> IAB3 --> IAB2 -> IAB1 --> DU1 --> Path ID 20
DU1 > IAB1 > IAB2 > IABS > Path ID 21
IABS > IAB2 ~> IAB1 > DU1 > Path ID 22
DU2 -> IAB3 > IABS
IABS --> IAB3 ~-> DU2
DU1 -> IAB1 > IAB3 Path D 25
IABS --> IAB3 > IAB1 - Path ID 26
DU1 --> IAB1 -> IAB2 ~> IAB5 --> IABG ~-> Path ID 27
IAB6 --> IABS --> IAB2 --> IAB1 --> DU1 ~-> Path ID 28
DU2 -> IAB3 --> IAB4 ~-> IABG --> Path ID 29
1ABG > IAB4 > IAB3 Path ID 30





image2.png
./ IAB network paths with bidirectional ID numbers

DU1 <--> |AB1 --> Path ID 1
DU1 <--> |AB1 <--> |AB2 --> Path ID 2
DU2 <--> |AB3 --> Path ID 3
DU2 <--> |AB3 <--> |AB4 --> Path ID 4
DU2 <--> |AB3 <--> IAB5 --> Path ID 5
DU2 <--> |AB3<--> |AB4 <--> |AB6 --> Path ID 6




