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1	Introduction
[bookmark: _Toc474247438]At RAN plenary meeting #83, a new Work Item was approved for Industrial IoT enhancements. Overview of its scope was presented in [1], here we focus on the sole part that was assigned solely to RAN3, and therefore can be started right away: 
Specify enhancements for more efficient DL PDCP duplication without impacting the UE, provided that gains can be confirmed with a reasonable complexity. [RAN3].
The WID is based on the conclusions of the Study. The TR 38.825 was approved with following statement concerning the enhancements for efficient PDCP duplication:
Enhancements to improve resource efficiency in the downlink were discussed in RAN3. From RAN3 perspective, it is recommended that the Rel-15 PDCP duplication functionality should be taken as baseline, and enhancements for efficient DL PDCP duplication without impacting the UE may be specified, provided that gains can be confirmed with a reasonable complexity.
2	Discussion
[bookmark: _Toc474247441]Our initial proposals for the needed improvements, denoted as selective duplication upon transmission failure, were discussed in [2]. These proposals aim at enabling very precise timing of sending each duplicated PDU: only if needed, within given time window. Below, we present why such precise timing is needed.
2.1	Efficiency analysis
The solution of timely processing a duplicated packet in the assisting node, only when the failure of the other copy transmitted over the hosting node is declared, leads to reduction of up to 99% of the duplicate transmissions on average. This is achieved under the assumption of 1% BLER, which may be considered a typical operating point for URLLC. Therefore, the solution results in a very large resource efficiency improvement of PDCP duplication.
To exploit such enhancement, the overall delay budget associated to a packet should allow for at least one HARQ retransmission and, therefore, it is applicable to the URLLC scenarios with 1 ms latency budget assuming that short TTI is employed. Specifically, this enhancement is feasible for UE processing capability 2 (URLLC), under the assumptions of 2-symbol slot scheduling and 30 kHz SCS (or higher).
The detailed latency analysis for the downlink case is presented in Table 1 [3]. As it can be seen, the downlink user plane latency with 1 retransmission is 0,893 ms under the assumptions defined above (marked in yellow).
Table 1 Downlink UP latency (source: [3])
	Step
	Description
	Value [ms]

	
	
	30 kHz
	60 kHz

	
	TTI duration (symbols)
	14
	7
	4
	2
	14
	7
	4
	2

	1
	BS TX processing delay
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098
	0,098

	2
	Frame alignment
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	3
	TTI for data packet transmission
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	4
	a) UE processing delay
	0,161
	0,161
	0,196
	0,196
	0,161
	0,161
	0,179
	0,179

	 
	b) Alignment to control opportunity
	0,018
	0,018
	0,018
	0,018
	0,000
	0,000
	0,000
	0,000

	 
	c) Transmission of the HARQ-ACK
	0,036
	0,036
	0,036
	0,036
	0,018
	0,018
	0,018
	0,018

	 
	d) BS processing delay
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196
	0,196

	 
	e) Frame alignment
	0,089
	0,018
	0,018
	0,018
	0,125
	0,000
	0,036
	0,000

	 
	f) TTI for data packet transmission
	0,500
	0,250
	0,143
	0,071
	0,250
	0,125
	0,071
	0,036

	5
	UE RX processing delay
	0,080
	0,080
	0,116
	0,116
	0,080
	0,080
	0,098
	0,098

	Total one-way user plane latency without retransmission (1+2+3+5)
	1,179
	0,679
	0,500
	0,357
	0,679
	0,429
	0,339
	0,268

	Total one-way user plane latency with 1 retransmission (1+2+3+4+5)
	2,179
	1,357
	1,107
	0,893
	1,429
	0,929
	0,839
	0,696



When applying the latency contributions according to the table above, we provide the latency analysis in Fig. 1 and Fig. 2. The figures illustrate how the URLLC latency budget of 1 ms is sufficient to accommodate for three transmission attempts per PDU: a first transmission and one HARQ retransmission from the hosting node plus one first transmission from the assisting node. It is also observed that the solution shown in Fig. 2 (i.e. solution #2) allows for a longer budget for processing at BS and transport delay (about 0,018 ms, i.e. half a symbol) as compared to solution #1 (Fig. 1), where such slightly longer budget could be needed to realize this solution in certain scenarios (e.g. in RAN split architecture). 
[image: ]
Figure 1 - Latency analysis for Solution#1 (i.e. the PDU is transferred to the assisting node along with “immediate scheduling indication” only if NACK is received at the hosting node).  Assumptions: 30 kHz SCS and 2-OFDM-symbol TTI (0,071 ms). 

[image: ]
Figure 2 - Latency analysis for Solution#2 (i.e. the PDU is transferred to the assisting node with an “hold on” time/flag; an immediate scheduling indication is then sent if NACK is received at the hosting node). Assumptions: 30 kHz SCS and 2-OFDM-symbol TTI (0,071 ms). 
2.2	Possible enhancements
The above analysis indicates that, it is possible for the assisting node to deliver to the UE a copy of a duplicated PDU, which was not delivered successfully to the UE over the main path, within the URLLC delay target of 1 ms, but also that the time budget for transmission of such duplicate at the assisting node is very tight.  
The existing solution was designed for parallel sending of all PDUs via both nodes. When applying that solution to the proposed selective duplication (entailing the transferring of the duplicate PDU to the assisting node only when the hosting node determines it is needed), the assisting node would have a fixed and tight delay budget for transmitting the packet, defined by 5QI, which would be too restrictive in most cases as explained below. 
Indeed, to support selective duplication, the hosting node would need to set the 5QI’s delay budget to the tightest budget that allows the assisting node to send the duplicate so that it is received within the remaining delay budget of a PDU (see the figures above). This results in posing unnecessary restrictions to the scheduling flexibility at the assisting node because the delay budget at the assisting node is actually not fixed when using selective duplication: it depends on when the failure of the main path is declared, besides the transport latency and BS processing delay, therefore the assisting node may have more or less time for delivering the duplicate. Furthermore, and even more importantly, a fixed delay would prevent the coexistence between the parallel sending of certain PDUs via both nodes and selective duplication of other PDUs for a given UE/DRB because the tight delay budget required by selective duplication accommodates only for one transmission attempt from the assisting node (i.e. no time for retransmission). In fact, during the lifetime of a DRB, it may be beneficial to alternate between parallel sending from both nodes and selective duplication in case of worsening of radio conditions (e.g. because of UE mobility) or lower cell load conditions: in this case it may be useful to operate with four transmission attempts per PDU (i.e. parallel PDU sending by both nodes). Vice-versa, in good channel conditions or higher cell load levels, three transmission attempts per PDU may be sufficient (i.e. selective duplication). 
Observation: The current mechanism does not allow the hosting node to control dynamically the time budget for delivery of a PDU over the radio resources of the assisting node.
Therefore, if the hosting node is going to push the PDU primarily over own CG, it shall be possible to define when exactly particular PDU is to be provided to lower layers of the assisting node for transmission. There are two solutions to achieve that:
Solution #1: The hosting node may transfer the copy of a PDU to the assisting node, only if it determines that the transfer is needed (i.e. if the status of the PDU is known to be not received by the UE, e.g. based on the UE’s HARQ feedback). However, the hosting node needs the mechanisms to indicate (control) that the transmission of a PDU through the assisting node is to be done timely as the remaining delay budget is limited and not fixed. Such indication may have the form of per-PDU time budget, provided together with the PDU.
Solution #2:The delay related to transfer of the PDU to the assisting node and its processing at the assisting node may be eating from the per-PDU time budget. It is noted, that besides transmission time over Xn (and possibly F1), the PDU shall be processed in the assisting node to be ready for transmission, before being buffered according to the 5QI of the bearer. Transferring the PDU to the assisting node, before the status of the PDU transmitted via the hosting node is known, allows for such pre-processing of the PDU at the assisting node (e.g. RLC PDU generation, transfer over F1). Once prepared, the PDU shall wait for the “go” command, issued separately. This may increase network flexibility and the applicability to further scenarios (e.g. split RAN architecture). Because of that, we would consider this solution as the preferred one and we will focus on it in the remaining part of the paper.
Proposal 1: It shall be possible to flag a PDU with the “hold on” flag, which can be the max time budget for the PDU. Once this time expires, the PDU is removed from the buffer at the assisting node.
Proposal 2: Indication to immediately send previously delivered PDU shall be enabled over NR UP.
3	Conclusions
In this paper we build on the proposals made during the study item phase: we provide numeric analysis showing gains from selective duplication as well as we propose what tools are needed to enable such solution in NR DC. Starting from the existing solution, we observe:
Observation: The current mechanism does not allow the hosting node to control the time budget for delivery of a PDU over the radio resources of the assisting node.
That leads us to following proposals:
Proposal 1: It shall be possible to flag a PDU with the “hold on” flag, which can be the max time budget for the PDU. Once this time expires, the PDU is removed from the buffer at the assisting node.
Proposal 2: Indication to immediately send previously delivered PDU shall be enabled over NR UP.
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