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1 [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
This document provides a TP in relation to CB#53


CB: # 53_FeederLinkSwitch
-  capture status of discussion
- transparent case: assistance info via XnAP signaling needed? OAM config sufficient?
- transparent case: focus on UE point of view
- regenerative case: TNL layer can handle this (e.g. add/remove SCTP); AMF reloc (full gNB) vs. no possibility (CU-DU split)
- merge from 1277, 1544, 1235 , 1767 as agreeable
- check Sec. 8.4
- check details
(Th)

Here under is recalled the discussion that took place on line and captured in the chairman’s notes:

Th
In the transparent payload case, a GEO or a LEO satellite can be connected to several NTN-GW at a given time. Each NTN-GW will address different radio resources of the satellite.
 In the regenerative payload case, a LEO satellite can be connected to only one NTN-GW at a time except during feeder link switch over to ensure a seamless service continuity following the make before break approach.
 For transparent satellites, feeder link switch over can be performed using two distinct frequency channel simultaneously to ensure a packet loss less switch over. This procedure is network originated
For regenerative satellites, the feeder link switch over is based on a make before break strategy to obtain a loss less switch over. This is transparent to the UE for layer 3 and below NG-RAN procedures. This procedure is network originated.
ZTE
For LEO full gNB satellite, it should be able to associate to multiple NTN-GW/5GCs w/w.o. ISL for NG interface connections properly. (Note: this is aligned with current section 8.4 Transport Aspects!)
 For LEO gNB-DU satellite, it should be able to associate to multiple NTN-GW/gNB-CUs w/w.o. ISL for F1 interface connections properly.
 The robustness of SRI for feeder link needs to be improved firstly either by TNL or RNL enhanced means, and duplication and multi-connectivity method as studied in past can be one of solutions.
Nok
For architecture option with gNB-DU on satellite, RAN3 to study how to handle the F1 connection with the old gNB-CU, and how to setup the F1 connection with the new gNB-CU. 
For architecture option with gNB on satellite, RAN3 to study how to handle the NG connection with the old AMF.
CATT 1235
SRI change procedure for scenario C2
HW: separate issue
E///
To cover the case of satellite switchovers due to e.g. LEO satellite movement, the gNBs on the ground should exchange over Xn Setup and/or NG-RAN Node Configuration Update procedures, a list of satellites to which they connect, including a satellite ID, a list of cell(s) served through the satellite, and the ephemeris data for the satellite. (“assistance info”)
For planned satellite link switchovers (e.g. triggered by OAM), a dedicated, non-UE-associated Xn procedure (e.g. Satellite Connection Request, Class 1) should be introduced to signal from the old to the new gNB that it should connect to the specified satellite.
For the “regenerative satellite, split gNB” architecture option, satellite link switchovers can be supported as SCTP association addition/removals by deploying a centralized CU; this is supported by current specifications.
The DU should signal, at F1 Setup and/or DU Configuration Update, the relevant satellite information (e.g. satellite ID, ephemeris data); the CU may take it into consideration when configuring the TNL.
For the “regenerative satellite, on-board gNB” architecture option, satellite link switchovers can be supported as SCTP association addition/removals between the gNB and the AMF; this is supported by current specifications.
The gNB should signal, at NG Setup and/or RAN Configuration Update, the relevant satellite information (e.g. satellite ID, ephemeris data); the AMF may take it into consideration when configuring the TNL.
Th: switchover may not happen at regular intervals; remove “it seems beneficial” (2 instances); CU config with sat info could also be feasible
E///: satellites move at constant speed
Th: orbits drift, so period needs to be calculated – “predicted” as opposed to “periodic”
HW: cell change or no cell change? Need to clarify UE pt of view (e.g. HO or no HO)
ZTE: sat switchover should be predictable; assistance info can be preconfigured
Nok: transparent case, no impact – why new Xn procedure?
CATT 1236
In transparent payload architecture, relying on feeder link multi-connectivity to avoid frequent inter-gNB handovers will force that any satellite which covers any midline between NTN-GWs should repeat both NTN-GWs’ signal.
For gNB-DU payload architecture, we propose RAN3 to discuss whether to assume that every gNB-DU across the globe in a given NTN connects persistently with one logical gNB-CU, at least from the perspective of the gNB-DU.
For gNB payload architecture, we propose RAN3 to discuss whether to assume that every gNB across the globe in a given NTN connects persistently with one AMF pool.
HW: NTN GW point of view vs. “ground” point of view – we never discuss change of TNL layer
ZTE: inter-gNB border issues are only temporary; nw implementation can handle this
Chair: like HO for traffic offload
ZTE: for gNB on board, AMF relocation can be used; for DU on board, no such thing
HW: focus on UE perspective; AMF reloc or TNL change do not impact UE
Th: group HO might be discussed
Nok: if different AMF set, AMF reloc will indeed impact UEs
CATT: agree with Nok on AMF set issue, but on feeder link switch, both CATT and Th solutions should be possible
E///: CATT proposals deal with implementations/deployments; as long as those are not precluded, they should not be further discussed
ZTE: all mobility procedures today are sufficient; no optimization necessary
HW: Agree with E///, but everything seems to be in place (only thing is moving ctxts with/without HO)

Transparent case
Regenerative cases – handled at TNL level (e.g. SCTP add/remove)

2 Proposed approach for integration of relevant TDOC

1/ Adding in cause “8.4.1.1 Characteristics of SRI on the feeder link”
TP in TDOC 1790 from Th


2/ Creating new clause 
NEW TEXT in TDOC 1767 from Ericsson (without the procedure figure)

3/ Creating new clause “8.z          Feeder link switch over procedures”
8.z.1       Transparent payload case
Adding Procedure in TDOC 1767 from Ericsson
Adding NEW TEXT Procedure in TDOC 1235 from CATT
8.z.2       Regenerative payload case(s)
Adding NEW TEXT in TDOC 1544 from Nokia

4/ Adding in existing clause “8.4   Transport aspects (FFS)”
Incorporating Text Change in TDOC 1277 from ZTE




3 Annex: Text Proposal to TS 38.821 v040 
START CHANGES
[bookmark: _Toc2952289]8.4.1.1 Characteristics of SRI on the feeder link
Transport over SRI may be subject to the following constraints:
1. Much longer propagation delay with respect to terrestrial transport links – the typical length for an Earth-satellite link can go from a few thousands of km (LEO scenario) to several tens of thousands of km (GEO scenario) . Hence the one way delay over the SRI ranges from 6 ms (LEO at 600 km and 10° elevation) to ~136 ms (GEO at 35788 km and 10° elevation);
2. Possibly higher outage probability with respect to terrestrial transport links when the SRI operates at mm-wave, which is heavily impacted by atmospheric propagation impairments (e.g. rain attenuation) . However this is mitigated through Uplink power control, Adaptive Coding and Modulation and/or space diversity schemes. Typically a feeder link is dimensioned to provide availability up to 99.999% with site diversity.;
3. The SRI may become unavailable 
· due to atmospheric attenuation when SRI operates at mm-wave
· when when the satellite disappears below the horizon in LEO constellation

Therefore mobility management is typically activated to ensure a seamless service continuity and 0 ms interruption time, as described in Section 8.4.1.3.
In the transparent payload case,
· a GEO or a LEO satellite can be connected to several NTN-GW at a given time. Each NTN-GW will address different radio resources of the satellite.
· a feeder link switch over can be performed using two distinct radio resources simultaneously to ensure a packet loss less switch over. This procedure is network originated.
In the regenerative payload case,
· a LEO satellite can be connected to only one NTN-GW at a time except during feeder link switch over to ensure a seamless service continuity following the make before break approach.
· a feeder link switch over can be based on a make before break strategy to obtain a loss less switch over. This is transparent to the UE for layer 3 and below NG-RAN procedures. This procedure is network originated.


END CHANGES

START NEW TEXT
8.x	Feeder link switch over principlesSwitching the Feeder Link Toward the Satellite
During NTN operation, it may become necessary to switch the feeder link (SRI) between different NTN GWs toward the same satellite. This may be due to e.g. maintenance, traffic offloading, or (for LEO) due to the satellite moving out of visibility with respect to the current NTN GW. The switchover should be performed without causing service disruption to the served UEs. This can be done in different ways according to the NTN architecture option deployed.
8.x.1	Transparent Satellite
The switchover relies on the temporary overlap of cells from the gNBs located at the old and the new NTN GWs. The UEs are then handed over from the old to the new gNB, before the old gNB detaches from the satellite. It is a prerequisite that the cells from the new gNB are seen as neighbors by the old gNB, hence Xn needs to be up and running between the two gNBs. Furthermore, the whole process (from UEs measuring the new cells to handover completion) needs to take place before the old gNB detaches from the satellite (potentially critical for the LEO case).
It may be beneficial for the two gNBs to exchange information at Xn Setup and/or NG-RAN Node Configuration Update about the satellite(s) potentially involved, for example:
· A list of satellites to which the gNB connects;
· For each satellite in the list, an ID, a list of cell(s) from the gNB which is served through the satellite, and the ephemeris data for the satellite.

The switchover may be predictable time-based (e.g. at regular intervals for LEO constellations, based on the LEO satellite ephemeris information and NTN GWs location) or event-triggered (e.g. for maintenance). In this case, it could be beneficial to introduce a dedicated, non-UE-associated Xn procedure (Satellite Connection Request) to signal from the old to the new gNB that it should connect to the specified satellite, optionally including the list of cells served through the satellite. The signaling details are shown in Fig. 8.x.1-1.

Figure 8.x.1-1: Signaling flow for “planned” satellite link switchovers, transparent satellite case
8.x.2	Regenerative Satellite, Split gNB
The switchover can be supported for this architecture option only if the gNB-CU on the ground is centralized. In this case, both NTN GWs are part of the TNL transporting the F1 interface between the gNB-DU on the satellite and the centralized gNB-CU. The switchover is then equivalent to adding/removing an SCTP association between the CU and the DU. According to current specifications, this is triggered from the gNB-CU. 
Option A: It seems beneficial for the The DU may to signal, at F1 Setup and/or DU Configuration Update, the relevant satellite information (e.g. satellite ID, ephemeris data); the CU may take it into consideration when configuring the TNL.
Option B: The CU may take into consideration, the relevant satellite information (e.g. satellite ID, ephemeris data) when configuring the TNL transporting the F1 interface.

8.x.3	Regenerative Satellite, gNB on Board
In this case, both NTN GWs are part of the TNL transporting the F1 interface between the gNB on the satellite and the AMF. The switchover is then equivalent to adding/removing an SCTP association between the gNB and the AMF. According to current specifications, this is triggered from the AMF. It seems beneficial for tThe gNB may to signal, at NG Setup and/or RAN Configuration Update, the relevant satellite information (e.g. satellite ID, ephemeris data); the AMF may take it into consideration when configuring the TNL.

END CHANGES


START NEW TEXT

8.z	Feeder link switch over procedures (FFS)
8.z.1	Transparent payload case
The switchover may be predictable time-based (e.g. at regular intervals for LEO constellations, based on the LEO satellite ephemeris information and NTN GWs location) or event-triggered (e.g. for maintenance). In this case, it could be beneficial to introduce a dedicated, non-UE-associated Xn procedure (Satellite Connection Request) to signal from the old to the new gNB that it should connect to the specified satellite, optionally including the list of cells served through the satellite. The signaling details are shown in Fig. 8.x.1-1.


Figure 8.x.1-1: Signaling flow for “planned” satellite link switchovers, transparent satellite case Feeder link switch over procedure for transparent LEO satellite (Scenario C2)

This above described procedure allows a soft switch procedure.

Alternatively, a hard switch procedure could be considered to allow for no simultaneous connectivity between satellite and the 2 NTN-GWs.
This would require to prepare and execute the hand-over precisely using ephemeris data and accurate time information.

8.z.2	Regenerative payload case (gNB on board)
As the LEO satellite moves out a specific geographic area, the satellite may be out of the serving area of the NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:
Case 1: the satellite remains in the coverage area of current AMF. 
To use the new NTN Gateway for the SCTP with the current AMF, the satellite/gNB has to use a new IP address that is anchored in the NTN Gateway. The satellite/gNB could use the multiple TNLAs by adding the new SCTP IP address then remove the old SCTP IP address. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current AMF using the current IP address. The NG interface remains unaffected after the satellite/gNB connects to current AMF via the new NTN Gateway.
· Considering that NTN-GW is transport network node, this case can be supported by existing NG procedure (set-up, configuration update, etc..) without modification

Case 2: the satellite moves into a coverage of a new AMF. 
The satellite/gNB need to setup the connection with a new AMF. 
· How to handle the NG connection with the old AMF?
There is no NG release procedure. It is unclear whether the gNB/AMF can use the indication from the SCTP layer, e.g. the satellite/gNB initiates a SCTP Shutdown before it leaves the old AMF. This should be treated differently than the abnormal case, e.g. satellite/gNB lost the connection with the AMF due to bad satellite radio connection. Since the satellite/gNB will connect to the same AMF in the near future, there may be no need to release the NG. 
· Therefore we may enhance the NG procedure for example the satellite/gNB and AMF may suspend the NG interface and keep the application level configuration data when the satellite/gNB leaves, then resume the NG interface when the satellite/gNB connects to the same AMF later.
· How to setup the NG connection with the new AMF?
A gNB can setup NG connection with multiple AMFs. So it is possible that the satellite/gNB setup the NG with the new AMF, while still keep the NG with the old AMF. This may not be an issue. 
· No impact to NG procedure is expected


8.z.3	Regenerative payload case (gNB split)
As the LEO satellite moves out of a specific geographic area, the satellite/gNB-DU loose the connection with current NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:
Case 1: the satellite remains in the coverage area of current gNB-CU. 
To use the new NTN Gateway for the SCTP with the current gNB-CU, the satellite/gNB-DU has to use a new IP address that is anchored in the NTN Gateway. The satellite/gNB-DU could use the multiple TNLAs by adding the new SCTP IP address then remove the old SCTP IP address. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB-DU may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current gNB-CU using the current IP address. The F1 interface remains unaffected after the satellite/gNB-DU connects to current gNB-CU via the new NTN Gateway.
· Considering that NTN-GW is transport network node, this case can be supported by existing F1 procedure (set-up, configuration update, etc..) without modification

Case 2: the satellite moves into a coverage of a new gNB-CU. 
The satellite/gNB-DU need to setup the new F1 with the new gNB-CU. There are some issues that need to be further studied:
· Issue 1: How to handle the F1 connection with the old gNB-CU?
There is no F1 release procedure. It is unclear whether the gNB-CU/DU can use the indication from the SCTP layer, e.g. the satellite/gNB-DU initiates a SCTP Shutdown before it leaves the old gNB-CU. This should be treated differently than the abnormal case, e.g. satellite/gNB-DU lost the connection with the gNB-CU due to bad satellite radio connection. Since the satellite/gNB-DU will connect to the same CU in the near future, there may be no need to release the F1. Instead, the satellite/gNB-DU and gNB-CU may suspend the F1 interface and keep the application level configuration data when the satellite/gNB-DU leaves, then resume the F1 interface when the satellite/gNB-DU connects to the same gNB-CU later.
· Therefore we may enhance the F1 procedure for example the satellite/gNB-DU and CU may suspend the F1 interface and keep the application level configuration data when the satellite/gNB-DU leaves, then resume the F1 interface when the satellite/gNB-DU connects to the same CU later.

· Issue 2: how to setup the F1 connection with the new gNB-CU?
According to current F1AP, one DU can only connect to one CU. It is not possible for the DU to setup the F1 with the new CU, while still keep the F1 with the old CU. One possibility is to have 2 DUs on the satellite. While the 1st DU connects to the old gNB-CU, the 2nd DU setup the connection with the new gNB-CU. Further study may be studied. FFS  
· No impact to F1 procedure is expected




END NEW TEXT

START CHANGES
[bookmark: _Toc530645525]8.4	Transport aspects (FFS)
A NTN GW can directly connect to one or several satellites via SRI. A satellite can either directly connect to one or several NTN GW via SRI, or indirectly connect to one or several NTN GW via ISL. Hence the NG/F1 protocol is transported over SRI, and may also be transported over ISL.
A gNB is connected to the 5GCN. The transport of this logical interface can be realized over SRI and possibly over ISL.
The satellite may embark additional transport routing functions, that are out of RAN scope.
SRI transports 3GPP-RAN specified protocols i.e., transmits the NG/F1 interface signaling packets.
ISL can transport:
· Xn interface signaling packets and enable coordination between gNBs on board adjacent satellites, and especially to support UE mobility, from a source gNB to a target gNB. (FFS)
· data packets, in case traffic functions are hosted on board the satellites. (FFS)
· NG interface signaling packets
· F1 interface signaling packets


END CHANGES
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