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1 Introduction
During previous RAN3 meetings, the issue RAN sharing was discussed a lot [1][2][3][4][5], the offline discussions were summarized in [6], further there is an LS from plenary giving some guidance [7], one of  controversial issues is the potential impacts on architecture, this paper tries to have some further analysis on whether there are any architecture impacts. 
2 Discussion
2.1 Common interface 

As described in [1], a typical logical deployment of common interface for RAN sharing could be referred to the figure 1 below.
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Figure 1 common Xn/F1 interface for aggregated/disaggregated architecture (X2 also applied)
As could be seen from figure 1, for both aggregated and disaggregated architecture, the common interface doesn’t affect the current logical architecture of a gNB. 
Observation 1: For common interface deployment, there are no architecture impacts.
2.2 PLMN specific interface
For PLMN specific interface case, the possible deployments are a bit complicated, since, in addition to aggregated architecture (see figure 2), there are further two scenarios for disaggregated architecture, see figure 3, which are shared gNB-CU case and non-shared gNB-CU case. 
As could be seen from Fig.1 below, each pair of logical nodes has its own interface which is operated logically independent, similar as common interface for aggregated architecture, there are no architecture impacts foreseen.


Figure 2 PLMN specific X2/Xn interface for aggregated architecture
Observation 2: For PLMN specific interface, there are no architecture impacts for aggregated architecture deployment.

While for disaggregated architecture deployment, as we could see from figure below, for share CU/shared DU case, there could be a common interface as in figure 1 or a PLMN specific interface as in this figure, so there are no architecture impacts for this case; while for share DU/non-shared CU case, PLMN specific interface has to be deployed since gNB-CU is not shared and should be physically independent. Taking a further step, we could see that this shared DU/non-shared CU case would cause a confusion that a gNB-DU is now connecting to more than one gNB-CU, someone would argue that a logical gNB-DU is still restricted to only one gNB-CU, but now as a matter of fact, it is possible that different gNB-CU is able to raise resource requirements to the MAC/PHY resource resided in the same gNB-DU, which actually is not in line with the original design approach of one gNB-DU being managed by only one gNB-CU.

Figure 3 PLMN specific Xn/F1 interface for dis-aggregated architecture
Observation 3: For PLMN specific interface, there are no architecture impacts for shared CU/share DU architecture deployment.
Observation 4: For PLMN specific interface, when shared DU/non-shared CU architecture is deployed, it is possible that different gNB-CU is able to raise resource requirements to the MAC/PHY resource resided in the same gNB-DU, which actually is not in line with the original rule of one gNB-DU being managed by only one gNB-CU.

Another point here is that, when checking the question mark in figure 2&3, actually regardless of whether breaking the rule of one gNB-DU being managed by only one gNB-CU or not, the technical issue is the same, i.e. how to handle MSG3, detailed analysis could be referred to [1].

Observation 5: Regardless of whether breaking the rule of one gNB-DU being managed by only one gNB-CU or not, the technical issue is the same, i.e. how to handle MSG3.

2.3 Choice between common and PLMN specific interface
When checking all the discussion happened so far, we found there might be some misunderstandings. Technically, per PLMN or common interface doesn’t link with whether there are PLMN specific configurations (TAC/CELL ID…) are used or not, e.g. even if there are no PLMN specific configurations broadcasted, the operators participating sharing may still want to have per PLMN interface since the transport optical fibre resources are rich, or they want everything to be logically independent at the cost of maintenance complexity; on the other hand, a common interface may still be preferred due to e.g. limited optical fibre resource or pursuing simplified maintaining efforts. 
In short, the choice between common and PLMN specific interface is a general consideration leveraging different factors such as availability of transport resources, maintaining complexity, implementation approach, etc.
Observation 6: the choice between common and PLMN specific interface is a general consideration leveraging different factors such as availability of transport resources, maintaining complexity, implementation approach, etc.
2.4 Solutions to common and PLMN specific interface
As already discussed in last meeting, the majority in RAN3 prefer to also include the PLMN specific info over X2/Xn/F1, so that the common interface could be workable in a more efficient way, corresponding CRs could be seen in [8][9][10] submitted to RAN#83; while for per PLMN interface, detailed analysis could also been seen in [1], where corresponding CRs were also submitted to last meeting, the main logic assumes that the SRB1 configuration could be initially a common one among shared PLMN, thus the gNB-DU could transmit MSG3 over all interfaces, the CRs could be referred to [11][12] which are basically resubmitted ones.
Proposal: It is proposed RAN3 discuss and confirm the observations and agree corresponding CRs in [11][12].

3 Conclusion and Proposals
Based on the discussion, we have the following observations and proposals:

Observation 1: For common interface deployment, there are no architecture impacts.
Observation 2: For PLMN specific interface, there are no architecture impacts for aggregated architecture deployment.

Observation 3: For PLMN specific interface, there are no architecture impacts for shared CU/share DU architecture deployment.

Observation 4: For PLMN specific interface, when shared DU/non-shared CU architecture is deployed, it is possible that different gNB-CU is able to raise resource requirements to the MAC/PHY resource resided in the same gNB-DU, which actually is not in line with the original rule of one gNB-DU being managed by only one gNB-CU.

Observation 5: Regardless of whether breaking the rule of one gNB-DU being managed by only one gNB-CU or not, the technical issue is the same, i.e. how to handle MSG3.

Observation 6: the choice between common and PLMN specific interface is a general consideration leveraging different factors such as availability of transport resources, maintaining complexity, implementation approach, etc.
Proposal: It is proposed RAN3 discuss and confirm the observations and agree corresponding CRs in [11][12].
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For reestablishment case, new gNB doesn’t know to which PLMN the received RRCReestablishmentRequest belongs?
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