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<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>

8.4
Global procedures

8.4.1
Xn Setup

8.4.1.1
General

The purpose of the Xn Setup procedure is to exchange application level configuration data needed for two NG-RAN nodes to interoperate correctly over the Xn-C interface. 

The procedure uses non UE-associated signalling.

8.4.1.2
Successful Operation
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Figure 8.4.1.2: Xn Setup, successful operation
The NG-RAN node1 initiates the procedure by sending the XN SETUP REQUEST message to the candidate NG-RAN node2. The candidate NG-RAN node2 replies with the XN SETUP RESPONSE message. 

If Supplementary Uplink is configured at the NG-RAN node1, the NG-RAN node1 shall include in the XN SETUP REQUEST message the SUL Information IE and the Supported SUL band List IE for each served cell where supplementary uplink is configured.

If Supplementary Uplink is configured at the NG-RAN node2, the candidate NG-RAN node2 shall include in the XN SETUP RESPONSE message the SUL Information IE and the Supported SUL band List IE for each served cell where supplementary uplink is configured.

If the NG-RAN node1 is an ng-eNB, it may include the Protected E-UTRA Resource Indication IE into the XN SETUP REQUEST. If the XN SETUP REQUEST sent by an ng-eNB contains the Protected E-UTRA Resource Indication IE, the receiving gNB should take this into account for cell-level resource coordination with the ng-eNB. The gNB shall consider the received Protected E-UTRA Resource Indication IE content valid until reception of a new update of the IE for the same ng-eNB.

The protected resource pattern indicated in the Protected E-UTRA Resource Indication IE is not valid in subframes indicated by the Reserved Subframes IE, as well as in the non-control region of the MBSFN subframes i.e. it is valid only in the control region therein. The size of the control region of MBSFN subframes is indicated in the Protected E-UTRA Resource Indication IE.
8.4.1.3
Unsuccessful Operation
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Figure 8.4.1.3-1: Xn Setup, unsuccessful operation
If the candidate NG-RAN node2 cannot accept the setup it shall respond with the XN SETUP FAILURE message with appropriate cause value.

If the XN SETUP FAILURE message includes the Time To Wait IE, the initiating NG-RAN node1 shall wait at least for the indicated time before reinitiating the Xn Setup procedure towards the same NG-RAN node2.

If case of network sharing with shared Xn-C signalling transport, as specified in TS 38.300 [9] and TS 36.300 [12], the XN SETUP FAILURE message shall include the Global NG-RAN Node ID IE identifying the sending node.
8.4.1.4
Abnormal Conditions

If the first message received for a specific TNL association is not an XN SETUP REQUEST, XN SETUP RESPONSE, or XN SETUP FAILURE message then this shall be treated as a logical error.

If the initiating NG-RAN node1 does not receive either XN SETUP RESPONSE message or XN SETUP FAILURE message, the NG-RAN node1 may reinitiate the Xn Setup procedure towards the same NG-RAN node, provided that the content of the new XN SETUP REQUEST message is identical to the content of the previously unacknowledged XN SETUP REQUEST message.

If the initiating NG-RAN node1 receives an XN SETUP REQUEST message from the peer entity on the same Xn interface:

-
In case the NG-RAN node1 answers with an XN SETUP RESPONSE message and receives a subsequent Xn SETUP FAILURE message, the NG-RAN node1 shall consider the Xn interface as non operational and the procedure as unsuccessfully terminated according to sub clause 8.4.1.3.

-
In case the NG-RAN node1 answers with an XN SETUP FAILURE message and receives a subsequent XN SETUP RESPONSE message, the NG-RAN node1 shall ignore the XN SETUP RESPONSE message and consider the Xn interface as non operational.
8.4.2
NG-RAN node Configuration Update

8.4.2.1
General

The purpose of the NG-RAN node Configuration Update procedure is to update application level configuration data needed for two NG-RAN nodes to interoperate correctly over the Xn-C interface.

The procedure uses non UE-associated signalling.

8.4.2.2
Successful Operation
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Figure 8.4.2.2-1: NG-RAN node Configuration Update, successful operation
The NG-RAN node1 initiates the procedure by sending the NG-RAN NODE CONFIGURATION UPDATE message to a peer NG-RAN node2.

If Supplementary Uplink is configured at the NG-RAN node1, the NG-RAN node1 shall include in the NG-RAN NODE CONFIGURATION UPDATE message the SUL Information IE and the Supported SUL band List IE for each cell added in the Served NR Cells To Add IE and in the Served NR Cells To Modify IE.
If Supplementary Uplink is configured at the NG-RAN node2, the NG-RAN node2 shall include in the NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE message the SUL Information IE and the Supported SUL band List IE for each cell added in the Served NR Cells IE if any.
If the TAI Support List IE is included in the NG-RAN NODE CONFIGURATION UPDATE message, the receiving node shall replace the previously provided TAI Support List IE by the received TAI Support List IE.

If the Cell Assistance Information NR IE is present, the NG-RAN node2 may use it to generate the Served NR Cells IE and include the list in the NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE message.

Upon reception of the NG-RAN NODE CONFIGURATION UPDATE message, NG-RAN node2 shall update the information for NG-RAN node1 as follows:

If case of network sharing with shared Xn-C signalling transport, as specified in TS 38.300 [9] and TS 36.300 [12], the NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE message shall include the Global NG-RAN Node ID IE identifying the sending node.
Update of Served Cell Information NR:

-
If Served Cells NR To Add IE is contained in the NG-RAN NODE CONFIGURATION UPDATE message, NG-RAN node2 shall add cell information according to the information in the Served Cell Information NR IE.

-
If Served Cells NR To Modify IE is contained in the NG-RAN NODE CONFIGURATION UPDATE message, NG-RAN node2 shall modify information of cell indicated by Old NR-CGI IE according to the information in the Served Cell Information NR IE.

-
When either served cell information or neighbour information of an existing served cell in NG-RAN node1 need to be updated, the whole list of neighbouring cells, if any, shall be contained in the Neighbour Information NR IE. The NG-RAN node2 shall overwrite the served cell information and the whole list of neighbour cell information for the affected served cell.

-
If the Deactivation Indication IE is contained in the Served Cells NR To Modify IE, it indicates that the concerned cell was switched off to lower energy consumption.
-
If Served Cells NR To Delete IE is contained in the NG-RAN NODE CONFIGURATION UPDATE message, NG-RAN node2 shall delete information of cell indicated by Old NR-CGI IE.

Update of Served Cell Information E-UTRA:

-
If Served Cells E-UTRA To Add IE is contained in the NG-RAN NODE CONFIGURATION UPDATE message, NG-RAN node2 shall add cell information according to the information in the Served Cell Information E-UTRA IE.

-
If Served Cells E-UTRA To Modify IE is contained in the NG-RAN NODE CONFIGURATION UPDATE message, NG-RAN node2 shall modify information of cell indicated by Old ECGI IE according to the information in the Served Cell Information E-UTRA IE.

-
When either served cell information or neighbour information of an existing served cell in NG-RAN node1 need to be updated, the whole list of neighbouring cells, if any, shall be contained in the Neighbour Information E-UTRA IE. The NG-RAN node2 shall overwrite the served cell information and the whole list of neighbour cell information for the affected served cell.

-
If the Deactivation Indication IE is contained in the Served Cells E-UTRA To Modify IE, it indicates that the concerned cell was switched off to lower energy consumption.
-
If the Served Cells E-UTRA To Delete IE is contained in the NG-RAN NODE CONFIGURATION UPDATE message, NG-RAN node2 shall delete information of cell indicated by Old ECGI IE.

-
If the Protected E-UTRA Resource Indication IE is included into the NG-RAN NODE CONFIGURATION UPDATE (inside the Served Cell Information E-UTRA IE), the receiving gNB should take this into account for cell-level resource coordination with the ng-eNB. The gNB shall consider the received Protected E-UTRA Resource Indication IE content valid until reception of a new update of the IE for the same ng-eNB. The protected resource pattern indicated in the Protected E-UTRA Resource Indication IE is not valid in subframes indicated by the Reserved Subframes IE (contained in E-UTRA - NR CELL RESOURCE COORDINATION REQUEST messages), as well as in the non-control region of the MBSFN subframes i.e. it is valid only in the control region therein. The size of the control region of MBSFN subframes is indicated in the Protected E-UTRA Resource Indication IE.
Update of TNL addresses for SCTP associations:

If the TNL Association to Add List IE is included in the NG-RAN NODE CONFIGURATION UPDATE message, the NG-RAN node2 shall, if supported, use it to establish the TNL association(s) with the NG-RAN node1. The NG-RAN node2 shall report to the NG-RAN node1, in the NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE message, the successful establishment of the TNL association(s) with the NG-RAN node1 as follows:

-
A list of successfully established TNL associations shall be included in the TNL Association Setup List IE;

-
A list of TNL associations that failed to be established shall be included in the TNL Association Failed to Setup List IE.
If the TNL Association to Remove List IE is included in the NG-RAN NODE CONFIGURATION UPDATE message the NG-RAN node2 shall, if supported, initiate removal of the TNL association(s) indicated by the received Transport Layer information towards the NG-RAN node1.

If the TNL Association to Update List IE is included in the NG-RAN NODE CONFIGURATION UPDATE message the NG-RAN node2 shall, if supported, update the TNL association(s) indicated by the received Transport Layer information towards the NG-RAN node1.
8.4.2.3
Unsuccessful Operation
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Figure 8.4.2.3-1: NG-RAN node Configuration Update, unsuccessful operation
If the NG-RAN node2 cannot accept the update it shall respond with the NG-RAN NODE CONFIGURATION UPDATE FAILURE message and appropriate cause value.

If the NG-RAN NODE CONFIGURATION UPDATE FAILURE message includes the Time To Wait IE, the NG-RAN node1 shall wait at least for the indicated time before reinitiating the NG-RAN Node Configuration Update procedure towards the same NG-RAN node2. Both nodes shall continue to operate the Xn with their existing configuration data.
If case of network sharing with shared Xn-C signalling transport, as specified in TS 38.300 [9] and TS 36.300 [12], the NG-RAN NODE CONFIGURATION UPDATE FAILURE message shall include the Global NG-RAN Node ID IE identifying the sending node.
8.4.2.4
Abnormal Conditions

 If the NG-RAN node1 after initiating NG-RAN node Configuration Update procedure receives neither NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE message nor NG-RAN NODE CONFIGURATION UPDATE FAILURE message, the NG-RAN node1 may reinitiate the NG-RAN node Configuration Update procedure towards the same NG-RAN node2, provided that the content of the new NG-RAN NODE CONFIGURATION UPDATE message is identical to the content of the previously unacknowledged NG-RAN NODE CONFIGURATION UPDATE message.
8.4.3
Cell Activation

8.4.3.1
General

The purpose of the Cell Activation procedure is to enable an NG-RAN node to request a neighbouring NG-RAN node to switch on one or more cells, previously reported as inactive due to energy saving.

The procedure uses non UE-associated signalling.

8.4.3.2
Successful Operation
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Figure 8.4.3.2-1: Cell Activation, successful operation
The NG-RAN node1 initiates the procedure by sending the CELL ACTIVATION REQUEST message to the peer NG-RAN node2.

Upon receipt of this message, the NG-RAN node2 should activate the cell/s indicated in the CELL ACTIVATION REQUEST message and shall indicate in the CELL ACTIVATION RESPONSE message for which cells the request was fulfilled.

Interactions with NG-RAN Configuration Update procedure:

The NG-RAN node2 shall not send the NG-RAN CONFIGURATION UPDATE message to the NG-RAN node1 just for the reason of the cell/s indicated in the CELL ACTIVATION REQUEST message changing cell activation state, as the receipt of the CELL ACTIVATION RESPONSE message by the NG-RAN node1 is used to update the information about the activation state of NG-RAN node2 cells in the NG-RAN node1.

8.4.3.3
Unsuccessful Operation
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Figure 8.4.3.3-1: Cell Activation, unsuccessful operation
If the NG-RAN node2 cannot activate any of the cells indicated in the CELL ACTIVATION REQUEST message, it shall respond with the CELL ACTIVATION FAILURE message with an appropriate cause value.

If case of network sharing with shared Xn-C signalling transport, as specified in TS 38.300 [9] and TS 36.300 [12], the CELL ACTIVATION FAILURE message shall include the Global NG-RAN Node ID IE identifying the sending node.
8.4.3.4
Abnormal Conditions

Void.

8.4.4
Reset

8.4.4.1
General
The purpose of the Reset procedure is to align the resources in the NG-RAN node1 and the NG-RAN node2 in the event of an abnormal failure. The procedure either resets the Xn interface or selected UE contexts. This procedure doesn’t affect the application level configuration data exchanged during, e.g., the Xn Setup procedure.

The procedure uses non UE-associated signalling.
8.4.4.2
Successful Operation
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Figure 8.4.4.2-1: Reset, successful operation

The procedure is initiated with the RESET REQUEST message sent from the NG-RAN node1 to the NG-RAN node2. Upon receipt of this message,

-
if the RESET REQUEST message indicates full reset the NG-RAN node2 shall abort any other ongoing procedures over Xn between the NG-RAN node1 and the NG-RAN node2. The NG-RAN node2 shall delete all the context information related to the NG-RAN node1, except the application level configuration data exchanged during the Xn Setup or the NG-RAN node Configuration Update procedures and release the corresponding resources. After completion of release of the resources, the NG-RAN node2 shall respond with the RESET RESPONSE message.

-
if the RESET REQUEST message indicates partial reset, the NG-RAN node2 shall abort any other ongoing procedures only for the indicated UE associated signalling connections identified either by the NG-RAN node1 UE XnAP ID IE or the NG-RAN node1 UE XnAP ID IE or both, for which the NG-RAN node2 shall delete all the context information related to the NG-RAN node1 and release the corresponding resources. After completion of release of the resources, the NG-RAN node2 shall respond with the RESET RESPONSE message indicating the UE contexts admitted to be released. The NG-RAN node2 receiving the request for partial reset does not need to wait for the release or reconfiguration of radio resources to be completed before returning the RESET RESPONSE message. The NG-RAN node2 receiving the request for partial reset shall include in the RESET RESPONSE message, for each UE association to be released, the same list of UE-associated logical Xn-connections over Xn. The list shall be in the same order as received in the RESET REQUEST message and shall include also unknown UE-associated logical Xn-connections.
If case of network sharing with shared Xn-C signalling transport, as specified in TS 38.300 [9] and TS 36.300 [12], the RESET REQUEST and the RESET RESPONSE messages shall include the Global NG-RAN Node ID IE identifying the sending node.
Interactions with other procedures:
If the RESET REQUEST message indicates full reset, the NG-RAN node2 shall abort any other ongoing procedure (except for a Reset procedures).
If the RESET REQUEST message indicates partial reset, the NG-RAN node2 shall abort any other ongoing procedure (except for a Reset procedures) on the same Xn interface related to a UE associated signalling connection indicated in the RESET REQUEST message.
8.4.4.3
Unsuccessful Operation

Void.

8.4.4.4
Abnormal Conditions

If the RESET REQUEST message is received, any other ongoing procedure (except another Reset procedure) on the same Xn interface shall be aborted.

If the Reset procedure is ongoing and the responding node receives the RESET REQUEST message from the peer entity on the same Xn interface, it shall respond with the RESET RESPONSE message as specified in 8.4.4.2.

If the initiating node does not receive the RESET RESPONSE message, the initiating node may reinitiate the Reset procedure towards the same NG-RAN node, provided that the content of the new RESET REQUEST message is identical to the content of the previously unacknowledged RESET REQUEST message.

8.4.5
Error Indication

8.4.5.1
General

The Error Indication procedure is initiated by an NG-RAN node to report detected errors in one incoming message, provided they cannot be reported by an appropriate failure message.

If the error situation arises due to reception of a message utilising UE associated signalling, then the Error Indication procedure uses UE-associated signalling. Otherwise the procedure uses non UE-associated signalling.

8.4.5.2
Successful Operation
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Figure 8.4.5.2-1: Error Indication, successful operation.

When the conditions defined in clause 10 are fulfilled, the Error Indication procedure is initiated by the ERROR INDICATION message sent from the node detecting the error situation.

The ERROR INDICATION message shall contain at least either the Cause IE or the Criticality Diagnostics IE.

In case the Error Indication procedure is triggered by UE associated signalling, in the course of handover signalling and signalling for dual connectivity, the Old NG-RAN node UE XnAP ID IE and the New NG-RAN node UE XnAP ID IE shall be included in the ERROR INDICATION message. If any of the Old NG-RAN node UE XnAP ID IE and the New NG-RAN node UE XnAP ID IE is not correct, the cause shall be set to an appropriate value.

8.4.5.3
Unsuccessful Operation

Not applicable.

8.4.5.4
Abnormal Conditions

Void.

8.4.6
Xn Removal
8.4.6.1
General

The purpose of the Xn Removal procedure is to remove the signaling connection between two NG-RAN nodes in a controlled manner. If successful, this procedure erases any existing application level configuration data in the two nodes.

The procedure uses non UE-associated signaling.
8.4.6.2
Successful Operation
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Figure 8.4.6.2-1: Xn Removal, successful operation
An NG-RAN node1 initiates the procedure by sending the XN REMOVAL REQUEST message to a candidate NG-RAN node2. Upon reception of the XN REMOVAL REQUEST message the candidate NG-RAN node2 shall reply with the XN REMOVAL RESPONSE message. After receiving the XN REMOVAL RESPONSE message, the initiating NG-RAN node1 shall initiate removal of the TNL association towards NG-RAN node2 and may remove all resources associated with that signaling connection. The candidate NG-RAN node2 may then remove all resources associated with that signaling connection.

If the Xn Removal Threshold IE is included in the XN REMOVAL REQUEST message, the candidate NG-RAN node2 shall, if supported, accept to remove the signalling connection with NG-RAN node1 if the Xn Benefit Value of the signalling connection determined at the candidate NG-RAN node2 is lower than the value of the Xn Removal Threshold IE.

8.4.6.3
Unsuccessful Operation
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Figure 8.4.6.3-1: Xn Removal, unsuccessful operation
If the candidate NG-RAN node2 cannot accept to remove the signaling connection with NG-RAN node1 it shall respond with an XN REMOVAL FAILURE message with an appropriate cause value.

If case of network sharing with shared Xn-C signalling transport, as specified in TS 38.300 [9] and TS 36.300 [12], the XN REMOVAL FAILURE message shall include the Global NG-RAN Node ID IE identifying the sending node.
8.4.6.4
Abnormal Conditions

Void.

<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.1.3.3
XN SETUP FAILURE

This message is sent by the neighbouring NG-RAN node to indicate Xn Setup failure.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Cause 
	M
	
	9.2.3.2
	
	YES
	ignore

	Time To Wait
	O
	
	9.2.3.56
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Global NG-RAN Node ID
	O
	
	9.2.2.3
	
	YES
	reject


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.1.3.5
NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE

This message is sent by a neighbouring NG-RAN node to a peer node to acknowledge update of information for a TNL association.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	CHOICE Responding NodeType
	M
	
	
	
	YES
	ignore

	>ng-eNB
	
	
	
	
	
	

	>gNB
	
	
	
	
	
	

	>>Served NR Cells
	
	0 .. < maxnoofCellsinNG-RANnode>
	
	Complete or limited list of cells served by a gNB, if requested by an NG-RAN node.
	–
	

	>>>Served Cell Information NR
	M
	
	9.2.2.11
	
	–
	

	>>>Neighbour Information NR
	O
	
	9.2.2.13
	NR neighbours.
	–
	

	>>>Neighbour Information E-UTRA
	O
	
	9.2.2.14
	E-UTRA neighbours
	–
	

	TNLA Setup List 
	
	0..1
	
	
	YES
	ignore

	>TNLA Setup Item
	
	1..<maxnoofTNLAssociations>
	
	
	–
	

	>>TNLA Transport Layer Address
	M
	
	CP Transport Layer Information

9.2.3.31
	CP Transport Layer Information as received from NG-RAN node1
	–
	

	TNLA Failed to Setup Lis
	
	0..1
	
	
	YES
	ignore

	>TNLA Failed To Setup Item
	
	1..<maxnoofTNLAssociations>
	
	
	–
	

	>>TNLA Transport Layer Address
	M
	
	CP Transport Layer Information

9.2.3.31
	CP Transport Layer Information as received from NG-RAN node1
	–
	

	>>Cause
	M
	
	9.2.3.2
	
	–
	

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Global NG-RAN Node ID
	O
	
	9.2.2.3
	
	YES
	reject


	Range bound
	Explanation

	maxnoofCellsinNGRANnode
	Maximum no. cells that can be served by an NG-RAN node.

Value is 16384.

	maxnoofTNLAssociations
	Maximum numbers of TNL Associations between NG-RAN nodes. Value is 32.


9.1.3.6
NG-RAN NODE CONFIGURATION UPDATE FAILURE

This message is sent by the neighbouring NG-RAN node to indicate NG-RAN node Configuration Update failure.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Cause 
	M
	
	9.2.3.2
	
	YES
	ignore

	Time To Wait
	O
	
	9.2.3.56
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Global NG-RAN Node ID
	O
	
	9.2.2.3
	
	YES
	reject


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.1.3.9
CELL ACTIVATION FAILURE

This message is sent by an NG-RAN node2 to a peer NG-RAN node1 to indicate cell activation failure.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Activation ID
	M
	
	INTEGER (0..255)
	Allocated by the NG-RAN node1
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Global NG-RAN Node ID
	O
	
	9.2.2.3
	
	YES
	reject


9.1.3.10
RESET REQUEST

This message is sent from one NG-RAN node to another NG-RAN node and is used to request the Xn interface to be reset.

Direction: NG-RAN node1 ( NG-RAN node2.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	CHOICE Reset Request TypeInfo
	M
	
	
	
	YES
	reject

	>Full Reset
	
	
	
	
	
	

	>Partial Reset
	
	
	
	
	
	

	>>UE contexts to be released List
	
	1
	
	
	–
	

	>>>UE Contexts to be released Item
	
	1 .. <maxnoof UEcontexts>
	
	
	–
	

	>>>>NG-RAN node1 UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the NG-RAN node1
	–
	

	>>>>NG-RAN node2 UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the NG-RAN node2
	–
	

	Cause 
	M
	
	9.2.3.2
	
	YES
	ignore

	Global NG-RAN Node ID
	O
	
	9.2.2.3
	
	YES
	reject


	Range bound
	Explanation

	maxnoofUEContexts
	Maximum no. of UE Contexts. Value is 8192.


9.1.3.11
RESET RESPONSE

This message is sent by an NG-RAN node as a response to a RESET REQUEST message.

Direction: NG-RAN node2 ( NG-RAN node1.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	CHOICE Reset Response Type Info
	M
	
	
	
	YES
	ignore

	>Full Reset
	
	
	
	
	
	

	>Partial Reset
	
	
	
	
	
	

	>>Admitted UE contexts to be released List
	
	1
	
	
	–
	

	>>>Admitted UE Contexts to be released Item
	
	1 .. <maxnoof UEcontexts>
	
	
	–
	

	>>>>NG-RAN node1 UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the NG-RAN node1
	–
	

	>>>>NG-RAN node2 UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the NG-RAN node2
	–
	

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Global NG-RAN Node ID
	O
	
	9.2.2.3
	
	YES
	reject


	Range bound
	Explanation

	maxnoofUEContexts
	Maximum no. of UE Contexts. Value is 8192.


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.1.3.15
XN REMOVAL FAILURE

This message is sent by the NG-RAN node to indicate that removing the signaling connection cannot be accepted.

Direction: NG-RAN node 2 ( NG-RAN node 1.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Cause 
	M
	
	9.2.3.2
	
	YES
	ignore

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Global NG-RAN Node ID
	O
	
	9.2.2.3
	
	YES
	reject


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.3.4
PDU Definitions

-- ASN1START

-- **************************************************************

--

-- PDU definitions for XnAP.

--

-- **************************************************************

XnAP-PDU-Contents {

itu-t (0) identified-organization (4) etsi (0) mobileDomain (0)

ngran-access (22) modules (3) xnap (2) version1 (1) xnap-PDU-Contents (1) }

DEFINITIONS AUTOMATIC TAGS ::=

BEGIN

<<<<<<<<<<<<<<<<<<<< Unmodified Text omitted >>>>>>>>>>>>>>>>>>>>
-- **************************************************************

--

-- XN SETUP FAILURE

--

-- **************************************************************

XnSetupFailure ::= SEQUENCE {


protocolIEs


ProtocolIE-Container
{{ XnSetupFailure-IEs}},


...

}

XnSetupFailure-IEs XNAP-PROTOCOL-IES ::= {


{ ID id-Cause





CRITICALITY ignore
TYPE Cause






PRESENCE mandatory}|


{ ID id-TimeToWait




CRITICALITY ignore
TYPE TimeToWait





PRESENCE optional }|


{ ID id-CriticalityDiagnostics

CRITICALITY ignore
TYPE CriticalityDiagnostics


PRESENCE optional }|


{ ID id-GlobalNG-RAN-node-ID


CRITICALITY reject
TYPE GlobalNG-RANNode-ID



PRESENCE optional },


...

}

<<<<<<<<<<<<<<<<<<<< Unmodified Text omitted >>>>>>>>>>>>>>>>>>>>

-- **************************************************************

--

-- NG-RAN NODE CONFIGURATION UPDATE ACKNOWLEDGE

--

-- **************************************************************

NGRANNodeConfigurationUpdateAcknowledge ::= SEQUENCE {


protocolIEs


ProtocolIE-Container
{{ NGRANNodeConfigurationUpdateAcknowledge-IEs}},


...

}

NGRANNodeConfigurationUpdateAcknowledge-IEs XNAP-PROTOCOL-IES ::= {


{ ID id-RespondingNodeTypeConfigUpdateAck
CRITICALITY ignore
TYPE RespondingNodeTypeConfigUpdateAck

PRESENCE mandatory}|


{ ID id-TNLA-Setup-List





CRITICALITY ignore
TYPE TNLA-Setup-List






PRESENCE optional }|


{ ID id-TNLA-Failed-To-Setup-List


CRITICALITY ignore
TYPE TNLA-Failed-To-Setup-List



PRESENCE optional }|


{ ID id-CriticalityDiagnostics



CRITICALITY ignore
TYPE CriticalityDiagnostics





PRESENCE optional }|


{ ID id-GlobalNG-RAN-node-ID




CRITICALITY reject
TYPE GlobalNG-RANNode-ID






PRESENCE optional },


...

}

RespondingNodeTypeConfigUpdateAck ::= CHOICE {


ng-eNB




RespondingNodeTypeConfigUpdateAck-ng-eNB,


gNB





RespondingNodeTypeConfigUpdateAck-gNB,


choice-extension

ProtocolIE-Single-Container { {RespondingNodeTypeConfigUpdateAck-ExtIEs} }

}

RespondingNodeTypeConfigUpdateAck-ExtIEs XNAP-PROTOCOL-IES ::= {


...

}

RespondingNodeTypeConfigUpdateAck-ng-eNB ::= SEQUENCE {


iE-Extension

ProtocolExtensionContainer { {RespondingNodeTypeConfigUpdateAck-ng-eNB-ExtIEs} }
OPTIONAL,


...

}

RespondingNodeTypeConfigUpdateAck-ng-eNB-ExtIEs XNAP-PROTOCOL-EXTENSION ::= {


...

}

RespondingNodeTypeConfigUpdateAck-gNB ::= SEQUENCE {


served-NR-Cells

ServedCells-NR















OPTIONAL,


iE-Extension

ProtocolExtensionContainer { {RespondingNodeTypeConfigUpdateAck-gNB-ExtIEs} }
OPTIONAL,


...

}

RespondingNodeTypeConfigUpdateAck-gNB-ExtIEs XNAP-PROTOCOL-EXTENSION ::= {


...

}

-- **************************************************************

--

-- NG-RAN NODE CONFIGURATION UPDATE FAILURE

--

-- **************************************************************

NGRANNodeConfigurationUpdateFailure ::= SEQUENCE {


protocolIEs


ProtocolIE-Container
{{NGRANNodeConfigurationUpdateFailure-IEs}},


...

}

NGRANNodeConfigurationUpdateFailure-IEs XNAP-PROTOCOL-IES ::= {


{ ID id-Cause





CRITICALITY ignore
TYPE Cause






PRESENCE mandatory}|


{ ID id-TimeToWait




CRITICALITY ignore
TYPE TimeToWait





PRESENCE optional }|


{ ID id-CriticalityDiagnostics

CRITICALITY ignore
TYPE CriticalityDiagnostics


PRESENCE optional }|


{ ID id-GlobalNG-RAN-node-ID


CRITICALITY reject
TYPE GlobalNG-RANNode-ID



PRESENCE optional },


...

}

<<<<<<<<<<<<<<<<<<<< Unmodified Text omitted >>>>>>>>>>>>>>>>>>>>
-- **************************************************************

--

-- XN REMOVAL FAILURE

--

-- **************************************************************

XnRemovalFailure ::= SEQUENCE {


protocolIEs


ProtocolIE-Container
{{ XnRemovalFailure-IEs}},


...

}

XnRemovalFailure-IEs XNAP-PROTOCOL-IES ::= {


{ ID id-Cause





CRITICALITY ignore
TYPE Cause






PRESENCE mandatory}|


{ ID id-CriticalityDiagnostics

CRITICALITY ignore
TYPE CriticalityDiagnostics


PRESENCE optional }|


{ ID id-GlobalNG-RAN-node-ID


CRITICALITY reject
TYPE GlobalNG-RANNode-ID



PRESENCE optional },


...

}

<<<<<<<<<<<<<<<<<<<< Unmodified Text omitted >>>>>>>>>>>>>>>>>>>>
-- **************************************************************

--

-- CELL ACTIVATION FAILURE

--

-- **************************************************************

CellActivationFailure ::= SEQUENCE {


protocolIEs


ProtocolIE-Container
{{CellActivationFailure-IEs}},


...

}

CellActivationFailure-IEs XNAP-PROTOCOL-IES ::= {


{ ID id-ActivationIDforCellActivation


CRITICALITY reject

TYPE ActivationIDforCellActivation


PRESENCE mandatory}|


{ ID id-Cause








CRITICALITY ignore

TYPE Cause










PRESENCE mandatory}|


{ ID id-CriticalityDiagnostics




CRITICALITY ignore

TYPE CriticalityDiagnostics





PRESENCE optional }|


{ ID id-GlobalNG-RAN-node-ID





CRITICALITY reject

TYPE GlobalNG-RANNode-ID






PRESENCE optional },


...

}

-- **************************************************************

--

-- RESET REQUEST

--

-- **************************************************************

ResetRequest ::= SEQUENCE {


protocolIEs


ProtocolIE-Container
{{ResetRequest-IEs}},


...

}

ResetRequest-IEs XNAP-PROTOCOL-IES ::= {


{ ID id-ResetRequestTypeInfo




CRITICALITY reject

TYPE ResetRequestTypeInfo





PRESENCE mandatory}|


{ ID id-Cause








CRITICALITY ignore

TYPE Cause










PRESENCE mandatory}|


{ ID id-GlobalNG-RAN-node-ID





CRITICALITY reject

TYPE GlobalNG-RANNode-ID





PRESENCE optional },


...

}

-- **************************************************************

--

-- RESET RESPONSE

--

-- **************************************************************

ResetResponse ::= SEQUENCE {


protocolIEs


ProtocolIE-Container
{{ResetResponse-IEs}},


...

}

ResetResponse-IEs XNAP-PROTOCOL-IES ::= {


{ ID id-ResetResponseTypeInfo




CRITICALITY reject

TYPE ResetResponseTypeInfo





PRESENCE mandatory}|


{ ID id-CriticalityDiagnostics




CRITICALITY ignore

TYPE CriticalityDiagnostics





PRESENCE optional }|


{ ID id-GlobalNG-RAN-node-ID





CRITICALITY reject

TYPE GlobalNG-RANNode-ID






PRESENCE optional },


...

}

<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
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