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Discussion and Decision
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Introduction
Flow control for IAB has been discussed in the IAB study and some details have been captured in the TR [1]. In this contribution we discuss the flow control functionality needed for IAB and what needs to be specified.
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Discussion
There are two types of flow control in general: End-to-end flow control and hop-by-hop flow control, see [2-3].
End-to-end flow control is an approach used in TCP and is illustrated in Figure 1. In this approach, congestion at an intermediate node is observed as lost packets downstream at the destination. The destination node signals to the source to slow the data rate, thereby alleviating the congestion.
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Figure 1: End-to-end flow control

Hop-by-hop flow control is illustrated in Figure 2. In this hop-by-hop approach, congestion at an intermediate node is indicated to all upstream nodes, up to the source. Each upstream node adjusts the data rate towards the congested node, thereby alleviating congestion. The hop-by-hop flow control has been studied extensively as an alternative to TCP’s end-to-end flow control.
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Figure 2: Hop-by-hop flow control

In the context of IAB, one main question is which flow control approach would be more suitable. 3GPP protocols strive to ensure packet losses on links in the RAN are recovered as much as possible within the RAN. Allowing congestion at a radio node to trigger TCP level congestion control can trigger procedures that involve nodes well beyond the RAN. For example, this can trigger TCP congestion avoidance and slow start mechanisms. With IAB:

· IAB nodes may not be equipped with large data buffers and congestion at IAB nodes could be a more frequent occurrence;

· Data arrival at the IAB nodes may be more bursty due to the scheduling constraints in IAB, due to for example the half-duplex constraints, scheduling to limit cross link interference, etc.

Forcing TCP congestion control in such scenarios can significantly impact performance. It is therefore preferable to enable flow control procedures within the IAB network that do not rely on TCP flow control.

Proposal 1: IAB procedures should be designed such that, when congestion occurs in the IAB network, the need for TCP flow control is minimized (i.e., flow control is handled within the IAB network).

In the IAB study phase, one of the hop-by-hop approaches considered for performing flow control was as follows (illustrated in Figure 3). The congested node transmits a backpressure indication to its parent node. The parent node reduces the data rate to the congested node. We refer to this as “one-hop flow control”.


[image: image3.emf]IAB donor

User 1

User 2

TCP end 

point

TCP

TCP

Backpressure Indication


Figure 3: One-hop flow control

It should be noted that the one-hop flow control is different from the hop-by-hop flow control described in Figure 2 and [2-3], in that the indication about the congestion is only transmitted to the immediate upstream node. Meanwhile, data continues to be injected into the IAB network at the IAB donor. This can result in the parent node experiencing congestion. As a result, one-hop congestion control could simply move the congestion from one node to the immediate upstream node. 

Observation 1: One-hop flow control (as described in Figure 3) is not suitable for IAB.

Observation 2: For effective DL flow control, it is necessary to control the flow at the point of ingress into the IAB network (i.e., at the IAB donor).
Based on the above discussion, an approach where the congested node indicates the congestion to the IAB donor is suitable for IAB. This is illustrated in Figure 4.
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Figure 4: IAB flow control at donor

This approach is clearly different from the end-to-end flow control approach of Figure 1. It is also different from the hop-by-hop flow control approach of Figure 2 in that intermediate nodes are not provided the congestion information. However, it can still be considered as a form of hop-by-hop flow control in which, all the IAB hops between the congested node and the donor are treated as a single hop. Additionally, providing congestion information to the intermediate nodes may be helpful for faster congestion alleviation.

Proposal 2: IAB DL flow control should use an explicit congestion indication from the congested node to the IAB donor. Additionally, providing congestion information to intermediate nodes may be helpful.

To determine the bearers to which flow control should be applied, the IAB donor needs to know which UE bearers are impacted by the congestion.

Proposal 3: The congestion indication should identify the UE bearers affected by the congestion.

There are two ways of specifying the congestion indication to enable flow control as described above:

1.  Via adaptation layer message: delivered to intermediate IAB nodes and to the IAB donor.

2.  Via an F1-AP or F1-U message: delivered to the IAB donor (but intermediate IAB nodes may not receive this information).

The latter approach has the advantage of simplicity and is able to reuse existing F1-AP or F1-U messages. The former provides the benefit of full hop-by-hop flow control and can enable quicker reaction to congestion events. Additionally, the congestion indication transmitted per UE bearer enables the message to be processed similar to other adaptation layer traffic and transmitted along routes traversed by the corresponding UE bearer.
Proposal 4: Use an adaptation layer message for the congestion indication.
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Conclusion

In the present contribution we make the following observations:

Observation 1: One-hop flow control (as described in Figure 3) is not suitable for IAB.

Observation 2: For effective DL flow control, it is necessary to control the flow at the point of ingress into the IAB network (i.e., at the IAB donor). 

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: IAB procedures should be designed such that, when congestion occurs in the IAB network, the need for TCP flow control is minimized (i.e., flow control is handled within the IAB network).

Proposal 2: IAB DL flow control should use an explicit congestion indication from the congested node to the IAB donor. Additionally, providing congestion information to intermediate nodes may be helpful.

Proposal 3: The congestion indication should identify the UE bearers affected by the congestion.

Proposal 4: Use an adaptation layer message for the congestion indication.
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