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1. Introduction
In last RAN3 meeting, the E1 CR was agreed for the RAN paging failure in [1]. An explicit indication is included into the BEARER CONTEXT MODIFICATION REQUEST message to indicate to the gNB-CU-UP the buffered data discard because of the RAN paging failure. However, the Xn CR was not agreed in last meeting. In this contribution, we examine this issue and then provide our view on it.
2. Discussion
In last RAN3 meeting, the E1 CR was agreed for the RAN paging failure in [1] as follows:

	Clause 9.2.2.4 in TS 38.463 [1]:

…
9.2.2.4
BEARER CONTEXT MODIFICATION REQUEST

This message is sent by the gNB-CU-CP to request the gNB-CU-UP to setup a bearer context. 

Direction: gNB-CU-CP ( gNB-CU-UP
IE/Group Name

Presence

Range

IE type and reference

Semantics description

Criticality

Assigned Criticality
Message Type

M

9.3.1.1

YES

reject

gNB-CU-CP UE E1AP ID
M

9.3.1.4
YES

reject

gNB-CU-UP UE E1AP ID
M

9.3.1.5

YES

reject

Security Information
O

9.3.1.10

YES

reject

UE DL Aggregate Maximum Bit Rate
O

Bit Rate 9.3.1.20

YES

reject

UE DL Maximum Integrity Protected Data Rate
O
Bit Rate 9.3.1.20

The Bit Rate is a portion of the UE’s Maximum Integrity Protected Data Rate, and is enforced by the gNB-CU-UP node.
YES
reject
Bearer Context Status Change

O

ENUMERATED (Suspend, Resume, …)

Indicates the status of the Bearer Context

YES

reject

New UL TNL Information Required
O

ENUMERATED (required, …)

Indicates that new UL TNL information has been requested to be provided.
YES

reject

UE Inactivity Timer
O
Inactivity Timer 

9.3.1.54
Included if the Activity Notification Level is set to UE.
-
-
Data Discard Required
O
ENUMERATED (required, …)

Indicate to discard the DL user data in case of RAN paging failure.
YES
ignore
…


As highlighted one above, an explicit indication (i.e., Data Discard Required) is included into the BEARER CONTEXT MODIFICATION REQUEST message to indicate to the gNB-CU-UP the buffered data discard because of the RAN paging failure. However, the Xn CR was not agreed in last meeting.
Observation 1: For the RAN paging failure, it should be decided whether the Xn CR is needed or not.
Upon RAN paging failure, the NG-RAN behaves as follows [2]:

	Clause 5.3.3.2.5 in TS 23.501 [2]:
…
If the RAN paging procedure, as defined in TS 38.300 [27], is not successful in establishing contact with the UE the procedure shall be handled by the network as follows:

-
If NG-RAN has at least one pending NAS PDU for transmission, the RAN node shall initiate the AN Release procedure (see TS 23.502 [3], clause 4.2.6,) to move the UE CM state in the AMF to CM-IDLE state and indicate to the AMF the NAS non-delivery.

-
If NG RAN has only pending user plane data for transmission, the NG-RAN node may keep the N2 connection active or initiate the AN Release procedure (see TS 23.502 [3], clause 4.2.6) based on local configuration in NG-RAN.
NOTE 2:
The user plane data which triggers the RAN paging can be lost, e.g. in the case of RAN paging failure.

…


Although the RAN paging failure is occurred, it is possible that the UE still remains in the RRC_INACTIVE state and re-accesses to the NG-RAN afterwards in order to resume the RRC connection. To support this case, as highlighted one above, the NG-RAN may keep the NG connection active and discard the pending user plane data. 
However, it is wondered that this principle can be also applicable to the RRC_INACTIVE state considering the dual connectivity. Although the UE accesses to the NG-RAN after the RAN paging failure, it is unclear whether the lower layer SCG resources can be successfully established afterwards. If the NG-RAN fails to re-establish the lower layer SCG resources after the RAN paging failure, there is no rationale to keep the NG connection between the SN and 5GC active. In this scenario, it is the better option to release the higher layer MR-DC configuration at the SN.
Observation 2: For the RAN paging failure in the dual connectivity, it is unclear whether to keep the NG connection active.
Therefore, it is at least needed to have a discussion with the SA2 for the RAN paging failure in the dual connectivity.
Proposal 1: A LS to SA2 should be sent to ask how to handle the pending user data for the RAN paging failure in the dual connectivity.

If the SA2 confirms that the principle for the RAN paging failure can be applicable to the RRC_INACTIVE state considering the dual connectivity, it is required to agree the Xn CR with backwards-compatible solution. Specifically, the same concept should be applied over the E1 and Xn interface. In other words, a new indication (i.e., Data Discard Required) needs to be defined newly in Xn CR. Since the MN declares the RAN paging failure for a specific UE, this new indication is transferred to the SN on per a UE level. In order to make backwards-compatible, this IE should be included as Optional into the XnAP S-NODE MODIFICATION REQUEST message.
Proposal 2: A new indication (i.e., Data Discard Required) should be included as Optional into the XnAP S-NODE MODIFICATION REQUEST message.
Proposal 3: It is proposed to agree the CR in [3].
3. Conclusion
In this contribution, we focused on the remaining issue related to RAN paging failure in Xn and provided our view on it. The following proposals are kindly suggested to RAN3:

Proposal 1: A LS to SA2 should be sent to ask how to handle the pending user data for the RAN paging failure in the dual connectivity.

Proposal 2: A new indication (i.e., Data Discard Required) should be included as Optional into the XnAP S-NODE MODIFICATION REQUEST message.
Proposal 3: It is proposed to agree the CR in [3].
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