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Introduction
At the RAN3#103 meeting, the solution for mitigation of out-of-order packet arrivals at DC-connected UEs has been discussed, but no conclusion was reached. This contribution explains the use case and addresses the comments received at RAN3#103. Further details of the proposed solution are presented in the accompanying CR to TS 38.425 (R3-191785).
The use of desired buffer size in dual connectivity
The task of NR-U flow control is to keep the buffer level in the corresponding node (herein the DU) at an appropriate level. This level should be high enough to ensure that there is a sufficient amount of data buffered to fully utilize the available radio bandwidth to the UE, while avoiding excessively high buffer levels and the consequent longer packet dwell time in the buffer. 
The desired buffer size (DBS) equals, as the name implies, the total amount of data that the corresponding node (herein referred to as the DU) wishes to buffer for the concerned data radio bearer (DRB) i.e. the amount of data that the node hosting the PDCP entity (herein referred to as the CU) is allowed to maintain in-flight for the concerned DRB at any given time, i.e. the amount of data transmitted, but not yet acknowledged to the CU.
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Figure 1: An illustration of DBS concept
In general, each DU targets a certain buffer dwell time, when calculating the DBS. The targeted buffer dwell time is vendor-specific, and it essentially means that none of the data residing in the buffer for this DRB shall reside in the DU buffer longer than this time before being sent to the UE. When calculating the DBS, the DU estimates that it will be able to transmit a data volume corresponding to the DBS, while not exceeding the configured dwell target time for any of the PDUs. 

Therefore, as of today, the DU calculates the DBS, based on the following:
· Radio conditions,
· Congestion situation,
· Targeted buffer dwell time configured at the DU,
· The Highest successfully delivered/transmitted NR PDCP Sequence Number for RLC AM/UM.
From the above it follows that the time the PDUs spend in the DU buffer will not only depend on the radio conditions and the congestion level, but also on the buffer dwell time that the DU is targeting. 
Observation 1: The DBS and the time the PDUs spend at the DU buffer depends not only on the radio and congestion conditions, but also on the targeted buffer dwell time configured at the DU.
From the practical point of view, it is likely that the two legs in a dual connectivity (DC) scenario will have different targeted buffer dwell times. This is foreseen to be relatively common, for example in the following situations:
· The DUs corresponding to two legs experience significantly different radio and congestion conditions, causing different buffer dwell times.
· The DUs corresponding to two legs come from different vendors, with different implementations of targeted buffer dwell times.
· One DC leg is towards the UE is to a macro cell, while the other leg is to a micro cell.
Observation 2: A scenario where DUs in two DC legs will have different targeted buffer dwell times is expected to be relatively common.
A difference in targeted dwell times particularly impacts the performance in DC user data split scenarios. Namely, if DUs in the two legs set the DBS values that target different dwell times when setting their sending rate to the UE, then the data sent to the UE will arrive out-of-order. Even though the UE can handle a certain level of out-of-order delivery (by means of a reordering procedure controlled by a reordering timer in the UE), if the data that arrives from each leg in a DC scenario is not sufficiently well aligned in time, the UE’s reordering timer will expire, and data will be delivered to higher layer out-of-order, leading to throughput degradations or loss of higher-layer control data. As mentioned earlier, an additional issue is related to interoperability because there is a risk that different vendors’ target different buffer dwell times, leading to interoperability problems in, among others, multi-vendor, micro-macro scenarios.
Observation 3: Different buffer dwell target times for the two legs in a DC scenario will lead to throughput degradations or loss of higher-layer data.
Having in mind the above, it is obvious that if the DUs use a different target buffer dwell times, as would be the case if this remains undefined in the standard, then the UE will receive data out of order due to the differing buffer delay on each leg. Consequently, it follows that the DBS concept is next to useless in a number of likely DC scenarios.
Observation 4: The DBS concept is next to useless in a number of likely DC scenarios.
Making the DBS useful in DC
To address the above issue, it is essential to align the targeted dwell times in two DC legs. This could be achieved by sending a common buffer dwell target time (BDTT) indication from the CU to the DUs in both legs. The common BDTT would serve as a common reference point that enables synchronized PDU arrivals from both legs to the UE. To calculate the DBS in the proposed solution, the DU takes into account:
· Radio conditions,
· Congestion situation,
· BDTT reference aligned with the BDTT value in the other leg, 
· The Highest successfully delivered/transmitted NR PDCP Sequence Number for RLC AM/UM.

Observation 5: Aligning the targeted buffer dwell times in both DC legs would solve the problem of massive PDU reordering at the UE.
The BDTT may be signaled in the DL USER DATA PDU, as follows:

	PDU Type (=0)
	Buffer Target Time Ind Spare 
	DL Discard Blocks
	DL Flush
	Report polling
	1

	Spare
	Report Delivered
	User data existence flag
	Assistance Info. Report Polling Flag
	Retransmission flag
	1

	NR-U Sequence Number
	3

	DL discard NR PDCP PDU SN
	0 or 3

	DL discard Number of blocks
	0 or 1

	DL discard NR PDCP PDU SN start (first block)
	0 or 3

	Discarded Block size (first block)
	0 or 1

	…
	

	DL discard NR PDCP PDU SN start (last block)
	0 or 3

	Discarded Block size (last block)
	0 or 1

	DL report NR PDCP PDU SN
	0 or 3

	Buffer Dwell Target Time
	0 or 2

	Padding
	0-3



The proposed solution is submitted in the accompanying CR to TS 38.425 (R3-191785).
Proposal: RAN3 to agree the CR to TS 38.425 presented in R3-191785.
The purpose of desired buffer size

The TS 38.425 mandates that the desired buffer size is always present in the DDDS. However, during the offline discussion at the RAN3#103 meeting it became apparent that some companies do not regard the DBS concept as useful, arguing that flow control can be efficiently executed based solely on DDDS. In this section, we revisit the benefits of the concept.
[bookmark: _GoBack]The reason for introducing the DBS was to make the flow control proactive, as opposed to flow control based solely on DDDS, which is essentially a reactive approach. Consider a steady-state flow control situation with relatively stable radio and congestion conditions at the DU. Furthermore, assume that the flow control is based only on the DDDS (no DBS is used). In this case, the CU will send roughly the same data volume in-between the DDDS reports, since each DDDS indicates about the same number of ACK’ed PDCP PDUs (due to steady conditions). If the radio or congestion conditions change during a period between two consecutive DDDSs (e.g. DDDS_1 and DDDS_2), where the DU has successfully delivered/transmitted the equal amount of data to the UE as in the previous inter-DDDS period, the CU receiving the DDDS_2 (and not considering the DBS) will see that DDDS_2 acknowledges roughly the same number of PDUs as DDDS_1. The CU will therefore send the same amount of data to the DU, despite the channel worsening. Only when the DDDS_3 arrives to the CU will the CU realize that the channel has deteriorated and will reduce the number of sent PDUs. So, in this case the CU’s data shaping will be reactive, based on the latest DDDS.
However, if we for the upcoming scheduling period also use the DBS, the DU can, based on the channel worsening, set a lower DBS in the DDDS_2 (for the same BDTT). Then the CU will in the upcoming scheduling period increase or reduce the data volume as indicated in DBS, even though the same number of PDCP PDUs were ACK’ed in DDDS_1 and DDDS_2. This will make the flow control essentially proactive, since the CU will not have to wait until the DDDS_3 to know if it should increase or decrease the data volume. 
Observation 6: Flow control based solely on DDDS is essentially reactive. The use of DBS in addition to DDDS makes the flow control proactive. 
Comments received at the RAN3#103 meeting
In this section, some comments received during the RAN3#103 meeting are addressed. 
Comment 1: The PDB (packet delay budget) can be used to solve the PDU reordering problem in DC. If the DU knows the PDB, it can handle how to send the DRB.
· Answer: It is unclear how the 5QI concept can be used to align packet arrivals in the two legs, since the 5QI serves a completely different purpose, and especially since the 5QI is not synced with the other leg. Moreover, BDTT can be updated at every DDDS, while 5QI is semi-static. Also, the remaining time until the deadline expiry (i.e. the remaining PDB) tells us nothing, the PDB value is just the worst-case delay. Finally, the 5QI is set in the core network, and RAN cannot adjust it to prioritize the packets in order to align the arrivals in two DC legs.
Comment 2: The CU can align packet arrivals to the UE from different legs based on DDDS. The CU should be able to know the delay by receiving the DDDS from DU, and then estimate the time to avoid the out-of-order case for user data split scenarios. This could be solved by implementation, without introducing any optimization.
· Answer: The issue here seems to be whether the DBS is beneficial at all or DDDS-only-based flow control is sufficient. As discussed in Section 4, the motivation of introducing the DBS was to make flow control proactive, as opposed to the reactive approach where only DDDS is used. Furthermore, in Section 3 it was explained that, as of today, the DBS is useless in DC scenarios. It was also explained how the DBS can be made useful in DC, i.e. by introducing BDTT.
Comment 3: For the concerned scenario, i.e. two leg split scenario, it is not likely that the DU would send the DBS according to the BDTT sent from CU, because it also depends on the radio resource available on each leg. For example, the BDTT sent from CU is 10ms, however, due to the different status radio condition or the load in the DU, it is possible that the real dwell timer in DU 1 is 1ms, while being 10ms in the other DU. So, data discard in PDCP is still possible, despite BDTT.
· Answer: In fact, this comment highlights the very problem that BDTT is trying to solve, rather than highlighting a drawback of the proposed solution. The comment seems to imply that CU sends a static number of bytes, and, depending on radio conditions, it may take different times to send this data to the UE. It is important to note that the intention with our proposal is not that the CU orders the DU to store the packets for a certain amount of time. Instead, the intention is that the DU reports to the CU, in the form of a DBS, how much data it is able to deliver/send to the UE, provided that no data remains in the buffer for more than BDTT. So, it is not the dwell time that will vary often, but the corresponding amount of data, and it will vary depending on radio and congestion conditions. 
Comment 4: the BDTT information is rather static, and hence it can be signaled over the control plane or even set from OAM.
· Answer: In our understanding, the BDTT info is not static enough to be configured over the OAM or control plane. The BDTT is a common denominator for the two DC legs, and depends on several factors, such as the congestion and radio conditions.

Conclusion
[bookmark: _In-sequence_SDU_delivery]This contribution proposes an addition to the desired buffer size concept to avoid excessive out-of-order delivery to the UE from the two legs in a DC scenario. We observe the following:
Observation 1: The DBS and the time the PDUs spend at the DU buffer depends not only on the radio and congestion conditions, but also on the targeted buffer dwell time configured at the DU.
Observation 2: A scenario where DUs in two DC legs will have different targeted buffer dwell times is expected to be relatively common.
Observation 3: Different buffer dwell target times for the two legs in a DC scenario will lead to throughput degradations or loss of higher-layer data.
Observation 4: The DBS concept is next to useless in a number of likely DC scenarios.
Observation 5: Aligning the targeted buffer dwell times in both DC legs would solve the problem of massive PDU reordering at the UE.
Observation 6: Flow control based solely on DDDS is essentially reactive. The use of DBS in addition to DDDS makes the flow control proactive. 
Based on the observations, the following is proposed: 
Proposal: RAN3 to agree the CR to TS 38.425 presented in R3-191785.
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