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1
Introduction
This paper discusses and proposes to introduce further analysis on load management over F1 and E1. A TP to TR 37.816 is provided in annex of this paper.

2
Discussion

At the last RAN3 meetings, it was agreed to prioritize the following topics under RAN-Centric Data Collection and Utilization for LTE and NR SI.

RAN3 to prioritize work on SON, including:

-
PCI confusion handling

-
Mobility Robustness Optimization

-
RACH Optimization

-
Load Balancing
-
Capacity and Coverage Optimization

-
Energy Efficiency

This paper focuses on Load balancing aspect especially for F1 and E1 in case of disaggregated gNB. For NR system, the gNB disaggregated architecture was introduced. In this deployment, a gNB is further split into two entities, namely gNB Distributed Unit (gNB-DU) and gNB Central Unit (gNB-CU). Further, a gNB-CU can have its Control-Plane (CP) and User-Plane (UP) functions separated, ending up in two entities, namely gNB-CU-CP (for control-plane) and gNB-CU-UP (for user-plane). Likewise, interfaces have been specified between these entities; F1 between gNB-CU and gNB-DU, and E1 between gNB-CU-CP and gNB-CU-UP.

This architecture has significant impact to the capability and mechanism in which a gNB is able to perform load management functions. This is due to that the required information and functionalities to be triggered are spread across multiple entities and not all available in any single one. Hence, some level of load information needs to be conveyed across the F1 and E1 interfaces to support evaluating and triggering these functions.
RAN3 has discussed F1 and E1 load management during Release 15 NR work. However, the scope during Release 15 was heavily narrowed down. Ultimately, only the simplest scenario was specified on both F1 and E1 over C-plane, which is the ability to provide a simple indication of whether one of the nodes (gNB-DU in F1 case, gNB-CU-UP in E1 case) is “overloaded” or “not overloaded” over F1/E1, and semi-static indication of the gNB-CU-UP HW resources over E1. Additional enhancements were also discussed and acknowledged as important, however left out from the release. As a result, under current specifications, the operation of multiple procedures, as well as the capability to balance the load, re-allocate resources, or up/down-scale pooled resources is very limited, which in multiple cases can lead to failure events. 
One such failure example is in Dual Connectivity cases, where selection of a Secondary Node cell by the gNB-CU may be inappropriate (e.g., due to the cell not being able or optimal to provide the requested resources). Another example is selection of target cell for handover in stand-alone operation, where an inappropriate choice may lead handover of the UE to a cell without enough resources available. There is currently a lack of load/service data or reports and required information elements to convey the cell status between gNB-DU and gNB-CU. Hence, the cell load is unknown to the gNB-CU during cell selection, which in multiple cases can lead to failure scenarios. 

For Load Balancing and Up/Down Scaling purpose, not only the overall capacity, but also the current HW resource utilization at the gNB-CU-UP should be conveyed. With this information the gNB-CU-CP can take an appropriate action to load balance, such as modify its gNB-CU-UP selection algorithm or up/down-scale certain gNB-CU-UP(s) resources to allow more UEs/bearers. Furthermore, the gNB-CU-CP is in charge of admission control, which cannot be properly carried out without knowledge of the current resource usage at the gNB-CU-UP, which hinders the admission control mechanism overall, given that in practice all requests are likely to accepted until a an overload indication has been received (i.e. AC is not truly applied at gNB-CU-CP in an efficient manner).
Moreover, the capability to perform load management becomes of additional importance in multi-vendor scenarios, given that the operator’s expectation would be to be able to perform these operations using similar metrics and procedures across the gNB, regardless of the vendor providing a certain network element. 
There are possible solutions that enable load management over F1 and E1 interfaces as described below.
· Procedure (new, reuse of existing one) 
· Periodicity (e.g., periodic, event-triggered)
· Overall usage in key scenarios (e.g., during SN cell selection, up/down-scaling of resources)

Proposal 1: It is proposed to capture the above arguments in the TR as provided in the TP in the Annex.
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Conclusions
Proposal 1: It is proposed to capture the above arguments in the TR as provided in the TP in the Annex.
Text Proposal to TR 37.816
Beginning of Text Proposal to TR 37.816
5.4
Load Sharing and Load Balancing Optimisation 
5.4.1
Use case description for disaggregated gNB
For NR system, the gNB disaggregated architecture was introduced. The related interfaces have been specified between these entities; F1 between gNB-CU and gNB-DU, and E1 between gNB-CU-CP and gNB-CU-UP.

This architecture has significant impact to the capability and mechanism in which a gNB is able to perform load management functions. This is due that the required information and functionalities to be triggered are spread across multiple entities and not all available in any single one. Hence, some level of load information needs to be conveyed across the F1 and E1 interfaces to support evaluating and triggering these functions.
In Release 15, only the simplest scenario was specified on both F1 and E1 over C-plane, which is the ability to provide a simple indication of whether one of the nodes (gNB-DU in F1 case, gNB-CU-UP in E1 case) is “overloaded” or “not overloaded”. Additional enhancements were also discussed and acknowledged as important, however left out from the release. As a result, under current specifications, the operation of multiple procedures, as well as the capability to balance the load, re-allocate resources, or up/down-scale pooled resources is very limited, which in multiple cases can lead to failure events. 
One such failure example is in Dual Connectivity cases, where selection of a Secondary Node cell by the gNB-CU may be inappropriate (e.g., due to the cell not being able or optimal to provide the requested resources). Another example is selection of target cell for handover in stand-alone operation, where an inappropriate choice may lead handover of the UE to a cell without enough resources available. There is currently a lack of load/service data or reports and required information elements to convey the cell status between gNB-DU and gNB-CU. Hence, the cell load is unknown to the gNB-CU during cell selection, which in multiple cases can lead to failure scenarios. 
For Load Balancing and Up/Down Scaling purpose, not only the overall capacity, but also the current HW resource utilization at the gNB-CU-UP should be conveyed. With this information the gNB-CU-CP can take an appropriate action to load balance, such as modify its gNB-CU-UP selection algorithm or up/down-scale certain gNB-CU-UP(s) resources to allow more UEs/bearers. Furthermore, the gNB-CU-CP is in charge of admission control, which cannot be properly carried out without knowledge of the current resource usage at the gNB-CU-UP, which hinders the admission control mechanism overall, given that in practice all requests are likely to accepted until a an overload indication has been received (i.e. AC is not truly applied at gNB-CU-CP in an efficient manner).
Moreover, the capability to perform load management becomes of additional importance in multi-vendor scenarios, given that the operator’s expectation would be to be able to perform these operations using similar metrics and procedures across the gNB, regardless of the vendor providing a certain network element. 
5.4.2
Solution description for disaggregated gNB
There are possible solutions that enable load management over F1 and E1 interfaces. The information should contain at least cell level load information from the gNB-DU to gNB-CU over F1. For E1, gNB-CU-UP Capacity Utilization (e.g. DRB/PDU Session capacity information) should be provided from the gNB-CU-UP to gNB-CU-CP.
Furthermore, procedure (i.e. new, reuse of existing one) and periodicity (i.e. periodic reporting, event-triggered) needs to be considered.
5.4.3
Conclusion for disaggregated gNB
End of Text Proposal to TR 37.816

