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1 Introduction
In this contribution, we discuss the mobility issues relative to all internal RAN interfaces between satellite and ground network located, such as NG interface when the gNB on board of the satellite, and F1 interface based on when CU is on board.²
This contribution is re-submission of the R3-190644 [2] and take it account the response from Thales not open either R3-190897 [3].
2   Discussion
The contribution R3-190644 [2] discussed the change of Terrestrial GW (NTN GW) from Transport Network Layer (TNL) perspective. This applies to the both scenario of interfaces NG/F1 in case of LEO. The main question raised, was:
· Can the Terrestrial GW (NTN GW) be seen as a TNL IP router from the architecture point of view? 
Thales confirmed in R3-190897 [3] that’s:

In the context of regenerative payload (gNB or gNB-DU on board), the NTN-Gateway acts as a IP router. The SRI provides IP trunk connections between the NTN Gateway and the Satellite to transport respectively NG or F1 interfaces

We understand then it could be assume that the TNL layer (via implementation or RFC) will manage the change of NTN GW, like the IP select an IP route pending to availability of the router. In the similar way the “lost/interruption” of NTN GW should be see a TNL failure.

There is no Radio Network Layer (RNL) impact for RAN3 at change of NTN GW. The NTN GW change is TNL issue which should not be reflected in RAN3 specification, only may be, the physical layer specification deserve a check (TS 38.x11), if any normative.

As consequence, RAN3 does not need to consider the change of NTN GW. 
We propose to reflect this discussion by the following way forward:
1) Turn the WA: Satellite GW is a TNL node (not part of logical architecture) into an agreement; all thoughts no serious challenge of the WA was done until now

2) Restructure the TR to capture all Transport aspects in the 8.4 Transport aspects, a NTN GW subclause
3) Capture the statement above on NTN GW in the TR

Note:: the section 8.7.6 on mobility due to interface change is also affected by removal of “and connects to a new network node on the ground”. We understand this last words corresponding to a change of NTN GW where the subclause describes the ‘swap’ of cells  

The TR changes are reflect in Annex.
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4   Annex: Text Proposal to TS 38.821 v040 

(Draft move to clean before tracking change for the new proposal)
<<<<<<<<<<<<<<<<<<<< Text Proposal Begin >>>>>>>>>>>>>>>>>>>>
5
NTN-based NG-RAN Architectures 
Editor’s note: includes the description of NG-RAN reference architectures supporting the NTN scenarios defined in Clause 4 of this document: Transparent-satellite based NG-RAN architecture, Regenerative-satellite based NG-RAN architecture with gNB on board, Regenerative-satellite based NG-RAN architecture with gNB-DU on board.

Editor’s note: The study should minimize the need to define new interfaces and protocols in the NG-RAN.

5.1
Transparent satellite based NG-RAN architecture (FFS)

5.1.1
Overview

The satellite payload implements frequency conversion and a Radio Frequency amplifier in both up link and down link direction. It corresponds to an analogue RF repeater. 

Hence the satellite repeats the NR-Uu radio interface from the feeder link (between the NTN gateway and the satellite) to the service link (between the satellite and the UE) and vice versa.

The Satellite Radio Interface (SRI) on the feeder link is the NR-Uu. In other words, the satellite does not terminate NR-Uu.
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Figure 5.2-1: Networking-RAN architecture with transparent satellite

Note: Whilst several gNBs may access a single satellite payload, the description has been simplified to a unique gNB accessing the satellite payload, without loss of generality.

5.1.2
Detailed description of the architecture (FFS)

<<<<<<<<<<<<<<<<<<<< Next Proposal  >>>>>>>>>>>>>>>>>>>>
5.2
Regenerative satellite based NG-RAN architectures (FFS)

5.2.1
gNB processed payload

5.2.1.1
Overview

The NG-RAN logical architecture as described in TS 38.401 is used as baseline for NTN scenarios. 

The satellite payload implements regeneration of the signals received from Earth.

· NR-Uu radio interface on the service link between the UE and the satellite

· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite.

SRI (Satellite Radio Interface) is a transport link between NTN GW and satellite.


[image: image2.emf]UE

gNB

NR Uu

NG N6

5G CN

Data

Network

NTN 

Gateway

NG-RAN

NG over SRI


Figure 5.3-1: Regenerative satellite without ISL, gNB processed payload
Note: The satellite may embark additional traffic routing functions, that are out of RAN scope. (FFS)
The satellite payload also provides Inter-Satellite Links (ISL) between satellites
ISL (Inter-Satellite Links) is a transport link between satellites. ISL may be a radio interface or an optical interface that may be 3GPP or non 3GPP defined but this is out of the study item scope.
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Figure 5.3-2: Regenerative satellite with ISL, gNB processed payload (FFS)
The figure above illustrates that UE served by a gNB on board a satellite could access the 5GCN via ISL.
5.2.1.2
Detailed description of the architecture (FFS)

<<<<<<<<<<<<<<<<<<<< Next Proposal  >>>>>>>>>>>>>>>>>>>>
5.3.2
gNB-DU processed payload

5.3.2.1
Overview

The NG-RAN logical architecture with CU/DU split as described in TS 38.401 is used as baseline for NTN scenarios. 

The satellite payload implements regeneration of the signals received from Earth.

· NR-Uu radio interface on the service link between the satellite and the UE 

· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite. The SRI transports the F1 protocol.

The satellite payload also provides inter-satellite links between satellites.

SRI (Satellite Radio Interface) are transport links; the logical interface F1 that they transport are 3GPP-specified.


DU on board different satellites may be connected to the same CU on ground.

If the satellite hosts more than one DU, the same SRI will transport all the corresponding F1 interface instances.
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Figure 5.3-6: NG-RAN with a regenerative satellite based on gNB-DU

5.3.2.2
Detailed description of the architecture

<<<<<<<<<<<<<<<<<<<< Next Proposal  >>>>>>>>>>>>>>>>>>>>
8.4
Transport aspects 
In the transparent case, a NTN GW connects directly to one or several satellites via SRI. In the regenerative case, a NTN GW can directly connect to one or several satellites via SRI, or indirectly connect to one or several NTN GW via ISL. Hence the NG protocol is transported over SRI, and may also be transported over ISL.

A gNB is connected to the 5GCN. The transport of this logical interface can be realized over SRI and possibly over ISL.
The satellite may embark additional transport routing functions that are out of RAN scope.
SRI transports 3GPP-RAN specified protocols i.e., transmits the NG interface signaling packets.

ISL can transport:

· Xn interface signaling packets and enable coordination between gNBs on board adjacent satellites, and especially to support UE mobility, from a source gNB to a target gNB. (FFS)

· data packets, in case traffic functions are hosted on board the satellites. (FFS)

· NG interface signaling packets

8.4.1 Characteristics of transport links in NTN
8.4.1.1 Characteristics of SRI on the feeder link
Transport over SRI may be subject to the following constraints:

1. Much longer propagation delay with respect to terrestrial transport links – the typical length for an Earth-satellite link can go from a few thousands of km (LEO scenario) to several tens of thousands of km (GEO scenario) . Hence the one way delay over the SRI ranges from 6 ms (LEO at 600 km and 10° elevation) to ~136 ms (GEO at 35788 km and 10° elevation);

2. Possibly higher outage probability with respect to terrestrial transport links when the SRI operates at mm-wave, which is heavily impacted by atmospheric propagation impairments (e.g. rain attenuation) . However this is mitigated through Uplink power control, Adaptive Coding and Modulation and/or space diversity schemes. Typically a feeder link is dimensioned to provide availability up to 99.999% with site diversity.;

3. The SRI may become unavailable 

· due to atmospheric attenuation when SRI operates at mm-wave

· when when the satellite disappears below the horizon in LEO constellation
Therefore mobility management is typically activated to ensure a seamless service continuity and 0 ms interruption time, as described in Section 8.4.1.3.

8.4.1.2 Characteristics of Inter Satellite link

In the LEO case, the one-way ISL propagation delay is constellation specific. Values around 10ms may be considered as typical.
Inter Satellite Links in LEO constellations typical feature an availability probability of 99.999%

8.4.1.X Characteristics of NTN GW
In case of transparent satellite based on NG-RAN architecture, the NTN GW supports all necessary functions to forward the signal of NR-Uu interface.
In case of regenerative satellite based NG-RAN architectures, gNB or gNB-DU processed payload, the NTN GW is a Transport Network Layer node, and supports all necessary transport protocols, e.g. the NTN GW acts as a IP router. The SRI provides IP trunk connections between the NTN Gateway and the Satellite to transport respectively NG or F1 interfaces.
8.4.2 Transporting F1 Over the SRI

<<<<<<<<<<<<<<<<<<<< Next Proposal  >>>>>>>>>>>>>>>>>>>>
8.7.6 Mobility due to interface change
In this case, the mobility is due to the change of the interface, for example, when the satellite moves out of the coverage of current network node on the ground,. In Architecture Option 1, 3, 4 and 5, this means the change of AMF. In Architecture Option 2, this means the change of gNB-CU. Due to the change of interface, all UEs need to be handover to new network node (i.e. AMF in Architecture Option 1, 3, 4 and 5, gNB-CU in Option 2). Handover all connected UEs in a short period can cause significant signaling load. Further study is needed. 

For Mobility due to interface change, it may cause significant signaling load in all architecture options. Further study is needed. 
<<<<<<<<<<<<<<<<<<<< Text Proposal End >>>>>>>>>>>>>>>>>>>>
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