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Introduction
At the last meeting there were contributions [1-3] discussing the possibility to use NR dual connectivity (DC) for supporting multi-path connectivity for IAB, e.g. to handle topology adaptation. This paper analyzes this issue further and draws several conclusions.
Discussion
Currently, NR DC is supported by setting up multiple UE bearer contexts in the DUs that serve the UE. These different UE contexts are identified as part of F1-U (GTP tunnels) to the DU serving the UE, as shown in Figure 1.
The DC aspects are transparent to UE application layers, i.e. the UE just sends/receives data to/from a DRB which could be configured as a MCG, SCG or split DRB. In case of the split DRB the splitting point is below PDCP and relying on various NR PDCP functions to handle re-ordering, re-transmission and duplication removal. 


Figure 1: Support for NR DC to UEs
Unfortunately, it is not possible to directly apply NR DC for IAB nodes for the following reasons:
· The current assumption is that IAB nodes do not terminate PDCP for F1-U traffic;
· Similarly, the parent nodes to the IAB do not terminate F1-U for other IAB nodes (the forwarding is instead handled by adaptation layer)
· The agreed architecture based on full F1-U support to the IAB node does not assume that there is any CU-UP function for traffic going to the IAB node (instead, the DU handles IP routing)
· Similarly, the IP address for NR DC terminates in the UPF, which is not in line with the agreed architecture.
Observation 1: It is not possible to directly apply the NR DC solution to support multi-path connectivity to IAB nodes for F1-U traffic for several reasons, including lack of PDCP, CU-UP function for IAB nodes.
Although, as discussed above, it is not possible to re-use the NR DC solution as is for IAB nodes, it could still be possible to reuse some aspects of NR DC. As an example, the RRC control plane for NR DC could be re-used, including the following functionalities:
· NR RRC could be used to configure the second radio leg according to NR DC principles,
· At least the MCG and SCG configuration could be re-used.
Observation 2: Parts of the control plane solutions used to setup NR DC can, if desired, be re-used for NR DC to IAB nodes, including MCG/SCG configurations.
For the user plane, it would be possible to adopt a simplified version of NR DC to enable support for multi-path which is still in line with existing architecture assumptions and avoids additional complexities such as tunneling in tunneling, assuming the following:
· No split bearers are supported:
· Avoiding introduction of CU-UP functionality and re-ordering functionality etc. 

· Each path should be associated with a separate Adaptation Layer routing identifier:
· Avoiding GTP tunnels to the parent nodes (carrying GTP tunnels to IAB node). 

· Each path should be associated with its own IP address making the paths visible on the F1 application layer:
· Making it possible to setup paths through different Donor DUs
With the assumptions above, it would be possible to support redundancy and rudimentary load balancing mechanism on the F1 application layer using features such as:
· Multipath SCTP,
· Smart load balancing of UE GTP tunnels to different paths.
It is possible to study more advanced load balancing mechanisms for IAB node in later releases. 
Observation 3: For the user plane, it is possible to support a simplified version of NR DC for IAB nodes where each path is seen as a separate IP connection which can be used by the application layer (F1-C/F1-U) for redundancy and rudimentary load balancing. This is discussed in 38.874 section 9.7.9.
Observation 4: More advanced load balancing mechanism can be considered in later releases.
Possible procedure for support multi-path connectivity for IAB nodes reusing CP part of NR DC
Figure 2 shows the starting scenario. The IAB Node 1 is connected via IAB Node 2 and Donor DU 1 towards the TNL. The Donor DU 1 routes any packets destined to the IP address 1 of the IAB Node 1 over the wireless backhaul to IAB Node 2. 



Figure 2: Prior to setting up DC
The Donor CU determines e.g. based on IAB Node 1 RRC level measurements, IAB node capabilities etc. that the IAB Node 1 should establish DC to IAB Node 3. Existing NR DC RRC procedure is used to establish an SCG connection to the IAB Node 3. The Donor CU will also configure one or more Backhaul RLC channels between the IAB Node 1 and IAB Node 3, as well as a new Adaptation Layer route for the new paths. Once the new path is set up on the adaptation layer the IAB Node 1 can be allocated a new IP address 2 for the new path e.g. using mechanism discussed in [4]. The end result shown in Figure 3 is that the IAB Node 1 is connected via 2 paths, where each path has a separate IP address and can be used for F1-C/U application layer redundancy. 


Figure 3: Setting up DC towards an IAB node reusing the CP part of NR DC

Possible procedure for support multi-path connectivity for IAB nodes using dual MT functionality
As an alternative to re-using the CP part of NR DC to setup multi-path connectivity to IAB nodes it is also possible to deploy a dual MT functionality in the IAB node. In this case each MT functionality connects separately to the Donor CU. The Donor CU or IAB node OAM could have some functionality to assign these MTs to different paths in the network. The user plane aspects of multi-path connectivity would be exactly the same as in the previous section.
Figure 4 shows the starting scenario. The IAB Node 1 is connected via IAB Node 2 and Donor DU 1 towards the TNL using MT 1. The Donor DU 1 route any packets destined to the IP address 1 of the IAB Node 1 over the wireless backhaul to IAB Node 2. 



Figure 4: Prior to setting up DC
The IAB Node 1 determines (e.g. based on indication from Donor CU) that it should establish an additional path to the IAB Node 3 using the MT 2 functionality. The IAB Node 1 goes through the normal connectivity setup towards IAB Node 3. The Donor CU will configure 1 or more Backhaul RLC channels between the IAB Node 1 and IAB Node 3 as well as a new Adaptation Layer route for the new paths. Once the new path is set up on the adaptation layer the IAB Node 1 can be allocated a new IP address 2 for the new path. The end result shown in figure 3 is that the IAB Node 1 is connected via 2 paths, where each path has a separate IP address and can be used for F1-C/U application layer redundancy. 


Figure 5: Setting up DC towards an IAB node using dual MT functionality
Based on the discussion in previous sections, the following can be observed:
Observation 5: Multi-path connectivity can be supported with minimum standard impact by associating the different paths with different IP addresses and rely on F1 application layer mechanism to handle the multi-path aspects. 
Observation 6: The user plane solution could be the same regardless of whether NR DC control plane is used to configure the two legs, or if each leg is treated as a separate MT connection.
Conclusion
In this paper we discuss the NR DC for IAB nodes, and observe the following:
Observation 1: It is not possible to directly apply the NR DC solution to support multi-path connectivity to IAB nodes for F1-U traffic for several reasons, including lack of PDCP, CU-UP function for IAB nodes.
Observation 2: Parts of the control plane solutions used to setup NR DC can, if desired, be re-used for NR DC to IAB nodes, including MCG/SCG configurations.
Observation 3: For the user plane, it is possible to support a simplified version of NR DC for IAB nodes where each path is seen as a separate IP connection which can be used by the application layer (F1-C/F1-U) for redundancy and rudimentary load balancing. This is discussed in 38.874 section 9.7.9.
Observation 4: More advanced load balancing mechanism can be considered in later releases.
Observation 5: Multi-path connectivity can be supported with minimum standard impact by associating the different paths with different IP addresses and rely on F1 application layer mechanism to handle the multi-path aspects. 
Observation 6: The user plane solution could be the same regardless of whether NR DC control plane is used to configure the two legs, or if each leg is treated as a separate MT connection.
Based on the observations, we propose the following:
Proposal 1: Multi-path connectivity for IAB nodes should be supported by assigning each path a different IP address, making it possible to support redundancy and load balancing using F1 application layer mechanism.
Proposal 2: The standard should allow for solutions where the multi-path connectivity setup is done using multiple logical MTs going through normal connectivity setup.
Proposal 3: The standard should support the possibility to setup multi-path using NR DC control plane solution. 
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