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Introduction
One of the key use cases in the SI “Study on RAN-centric data collection and utilization for LTE and NR” was “load sharing/balancing related optimization”. In this document, we describe the load balancing use case, investigate architecture aspects for load balancing use case and introduce the main alternatives.
Discussion
Load balancing has the task to handle uneven distribution of the traffic load over multiple cells [1]. The automating of such optimization can provide high quality user experience, simultaneous improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
According to the majority opinion from the email discussion [2], LTE MLB mechanism could be used as baseline and study of MLB for NR could consider the new features of NR, like slicing, SUL, MR-DC, CU/DU function split, etc. Specifically, the definition of load information to be exchanged or reported, as well as the distributed and centralized load balance approaches should be studied.
Load information
In LTE system, the mobility load balancing mechanism is based on cell reselection and handover parameters self-tuning in order to redistribute traffic from highly loaded cells to underutilized cells. 
In general, load balancing consists of the following functions [1]:
-	Load measurement
-	Cell load information exchange over interfaces
-	Load balancing action based on handovers
-	Handover and/or cell reselection parameter reconfiguration and adapting, e.g. in the gNB or OAM entity
One key issue is what kind of load information should be reported to a centralized entity in a centralized architecture or exchanged over Xn in a distributed architecture. The setting of these parameters determines the trigger conditions, the general behaviors and performance of the load balancing algorithm. In LTE system, the cell specific load information adopted for the purpose of load balancing optimization consists of [1]:
-	Radio resource usage
-	HW load indicator 
-	TNL load indicator
-	Cell Capacity Class value 
-	Capacity value 
Such parameters designed in LTE could be reused in NR. Moreover, new features of NR, like slicing, SUL, MR-DC, CU/DU function split, etc. may introduce new parameters for the purpose of load balancing optimization. 
Proposal 1: To use LTE design as a baseline and consider new features of NR for studying the load information for load balancing algorithm in NR. 
Architecture aspects
According to the interfaces that support load information exchanges and the location to decide the parameter adapting, the possible architectural alternatives for load balancing use case can be classified into two groups: centralized architecture and distributed architecture.
Before we go through in detail, it is worth noting that most of the 5G new features is not considered in this section. From the architecture point of view, it’s better to start with general cases. In other words, the discussion should be concentrated on inter-gNB load balancing case at first.
Proposal 2: The basic architecture for load balancing use case should be studied at first in the SI.
Different types of basic architectures for inter-gNB load balancing case are discussed below.
Centralized architecture
[bookmark: _Ref181431543]In this alternative, the load report analysis and the parameter adapting decision are centralized in one separate entity/logical node, which could be in the domain of OAM or RAN. Specifically, the centralized SON algorithm could be located in OAM or a logical node in charge of multiple gNBs. The detailed procedures are illustrated in figure 1:



Figure 1 Centralized architecture
1. The gNBs monitor the cell load and report their current load information to a centralized SON entity/node. The gNB reports its load periodically, or reports only when the load exceeds a given load threshold value.
2. The centralized SON entity/node could also ask the gNB to report its load as needed.
3. The centralized SON entity/node makes a decision whether to modify cell reselection/handover parameters taking into account of the received cell load information.
4. If yes, the cell reselection/handover parameters between the congested cell and its neighbouring cells are modified, and the modification is updated in the centralized SON entity/node and informed to the gNBs. Meanwhile, the updated cell reselection parameters are broadcast to the UEs in System Information.
4a. The centralized SON entity/node performs load balancing action by sending handover command.
5. According to the cell reselection/handover mechanisms, some UEs reselect/handover to the less congested cell.
It should be noted that Step 4a is not supported when the centralized SON algorithm is located in OAM in LTE. Moreover, based on the characteristic of OAM, it is not appropriate to generate HO command (i.e. perform RRM operation) from OAM. Therefore, a logical RAN node in charge of multiple gNBs is more suitable to be set as the centralized SON entity/node.
As shown in figure 1, the cell load coordination goes through the centralized SON entity/node. The advantage of one centralized entity is to avoid non-unified load balance decisions among multi-vendor gNBs. Also centralized architecture can be more robust against network instability caused by simultaneous operation of multiple SON features. In addition, the centralized architecture could bring extra benefits to the current network. For example, the centralized SON node could perform online prediction on the cell load based on the historical traffic and measurements data. However, the centralized entity requires all involved gNBs to communicate with it when the load balancing algorithm is triggered, which would require extra capability for the centralized SON node to perform fast convergence of LB decisions. 
Distributed architecture
Another alternative is to adapt parameters and perform handovers within gNB. When the load balancing algorithm is triggered, the following procedures are performed as shown in figure 2: 


Figure 2 Distributed architecture 
1. The gNBs monitor the cell load and exchange their current load information with neighboring gNBs on Xn interface. The gNB reports its load periodically, or the gNB compares the measured cell load with a pre-defined load threshold and then decides whether to request cell load information from neighboring gNBs.
2. The gNB makes a decision whether to modify cell reselection/handover parameters taking into account of its own and the received cell load information.
3. If yes, the cell reselection/handover parameters are modified and informed to neighboring gNBs. Meanwhile, the updated cell reselection parameters are broadcast to the UEs in System Information.
4. According to the cell reselection/handover mechanisms, some UEs reselect/handover to the less congested cell.
This distributed architecture would allow gNBs to directly communicate with each other and make quicker decisions before the network reaches a loaded condition. However, distributed algorithms are not performed well in case of multi-vendor because of the non-unified load balance algorithms by the gNBs.
Hybrid architecture
A third approach, as shown in figure 3, is to make mix and match on the above mentioned two architectures; namely, the SON algorithm is partially located in the centralized SON entity/node and partially located in gNB, and the centralized SON and gNB work together in a coordinated manner to build up a complete SON algorithm. 


Figure 3 Hybrid architecture
[bookmark: _GoBack]Load balancing could be realized through two ways: the gNBs negotiate the load information with each other in order to decide whether to execute a handover; or the centralized SON entity/node could also ask the gNB to report its load makes a decision whether to modify cell reselection/handover parameters.
This hybrid architecture would minimize the coordination procedure for parameter adapting while allowing gNBs to directly communicate with each other and to reach the handover decision among gNBs. However, hybrid solutions also face the challenges of maintaining different interfaces and extra signaling load.
Comparison
The following table aims at comparing the alternative solutions described in the above sections.
Table 1 Comparison table among alternatives
	
	Centralized architecture
(the centralized entity = the OAM entity)
	Centralized architecture
(the centralized entity = a logical RAN node)
	Distributed architecture
	Hybrid architecture

	Response time
	Long
	Short
	Short
	FFS
(depends on the location of the centralized entity and the funciton split between the centralized node and gNBs)

	Load on Xn interface
	Low :
No exchange
	Low :
No exchange
	High
	

	Load on OAM interface
	High:
Distinct messages to indicate cell A and cell B loads
	Nearly no traffic
	Nearly no traffic
	

	New interface between  gNB and the centralized RRM entity
	No
	Yes
	No
	

	gNB complexity
	Low
	Low 
	High:
Support of Load balance                 algorithms
Storage of neighbour cells load if periodic load exchange
	

	OAM complexity
	Support of RRM functionalities (unrealistic)
	Low
	Low
	

	Scalability
	The centralized SON entity concentrates all the decision and the load information exchanges
	The centralized SON entity concentrates all the decision and the load information exchanges
	The decision and the load information exchanges are distributed among nodes
	

	Load information exchange between gNB
	Not supported
	Not supported
	Supported if periodic load exchange 
	

	Multi-vendor support
	Good
	Good
	Best performance in a vendors own network
	



Furthermore, considering CU/DU split is introduced in NR, the centralized SON entity/node could be a CU node. Therefore, the case of inter-DU load sharing and balancing in one CU should be studied. However, such architecture merely covers the intra-CU case; for inter-CU load balancing, a combination of centralized architecture (with CU node as the centralized SON node) and other types of architecture should be discussed, which indicates more sophisticated architectures. 
Proposal 3: To study and evaluate the proposed architecture alternatives for load balancing optimization in the SI.
Proposal 4: To capture the text proposal of the architecture aspects into the TR.
Proposal
The paper discussed the load information and the architecture aspects of load balancing use case, and came to the following proposals:
Proposal 1: To use LTE design as a baseline and consider new features of NR for studying the load information for load balancing algorithm in NR. 
Proposal 2: The basic architecture for load balancing use case should be studied at first in the SI.
Proposal 3: To study and evaluate the proposed architecture alternatives for load balancing optimization in the SI.
Proposal 4: To capture the text proposal of the architecture aspects into the TR.
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