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Introduction
This contribution proposes a correction of the desired buffer size concept.  The corresponding CR to TS 38.425 is presented in R3-190632.
Discussion
The clause 5.4.2.1 of TS 38.425 states the following about the desired buffer size (DBS):
------------------Excerpt from TS 38.425-----------------
The node hosting the NR PDCP entity, when receiving the DL DATA DELIVERY STATUS frame:
-	regards the desired buffer size under b) and the data rate under c) above as the amount of data to be sent from the hosting node:
-	If the value of the desired buffer size is 0, the hosting node shall stop sending any data per bearer.
-	If the value of the desired buffer size in b) above is greater than 0, the hosting node may send up to this amount of data per bearer beyond the "Highest successfully delivered NR PDCP Sequence Number" for RLC AM, or the hosting node may send up to this amount of data per bearer beyond the "Highest transmitted NR PDCP Sequence Number" for RLC UM.
-	The value of the desired data rate in c) above is the amount of data desired to be received in a specific amount of time. The amount of time is 1 sec.
-	The information of the buffer size in b) above and of the data rate in c) above is valid until the next DL DATA DELIVERY STATUS frame is received.
-	is allowed to remove the buffered NR PDCP PDUs of a RLC AM bearer, according to the feedback of successfully delivered NR PDCP PDUs;
-	decides upon the actions necessary to take for NR PDCP PDUs reported other than transmitted and/or successfully delivered.
------------------End of excerpt from TS 38.425-----------------
The task of NR-U flow control (FC) is to keep the buffer level in the corresponding node (e.g. a gNB-DU) at an appropriate level. This level should be high enough to ensure that there is a sufficient amount data buffered to fully utilize the available radio bandwidth to the UE, while avoiding excessively high buffer levels and the consequent longer packet dwell time in the buffer. 
The purpose of DBS is for the corresponding node to indicate to the node hosting the PDCP entity the amount of data the node hosting the PDCP entity can send, as outlined in chapter 5.4.2.1 of TS 38.425. From the DBS definition it follows that the buffer level and consequently the buffer dwell time in the corresponding node will not only depend on how well the corresponding node gauges its ability to send data, but also on the buffer dwell time that the corresponding node is targeting. 
Observation 1: The actual buffer fill level and the buffer dwell time in the corresponding node heavily depend on the targeted buffer dwell time by the corresponding node.
[bookmark: _GoBack]Long dwell time especially impacts the performance DC user data split scenarios. Namely, if corresponding nodes in the two legs set the DBS values that target different dwell times when setting their sending rate to the UE, then the data sent to the UE will arrive out-of-order. Even though the UE can handle a certain level of out-of-order delivery by means of a reordering procedure controlled by a reordering timer in the UE, if the data that arrives from each leg in a DC scenario is not sufficiently well aligned in time, the UE’s reordering timer will expire, and data will be delivered to higher layer out-of-order, leading to throughput degradations or loss of higher layer control data. An additional issue is related to interoperability because there is a risk that different vendors’ target different buffer dwell times, leading to interoperability problems in multi-vendor scenarios.
Observation 2: Different buffer dwell target times for the two legs in a DC scenario may lead to throughput degradations or loss of higher-layer control data.
Currently, the TS 38.425 does not define any PDCP PDU buffer dwell target time. A straightforward solution to the above issue could be to introduce a buffer dwell target time indication from the node hosting the PDCP entity to the corresponding node. This indication may be introduced in the DL USER DATA PDU, as follows:

	PDU Type (=0)
	Buffer Target Time Ind Spare 
	DL Discard Blocks
	DL Flush
	Report polling
	1

	Spare
	[bookmark: OLE_LINK23]Report Delivered
	User data existence flag
	Assistance Info. Report Polling Flag
	Retransmission flag
	1

	NR-U Sequence Number
	3

	DL discard NR PDCP PDU SN
	0 or 3

	DL discard Number of blocks
	0 or 1

	DL discard NR PDCP PDU SN start (first block)
	0 or 3

	Discarded Block size (first block)
	0 or 1

	…
	

	DL discard NR PDCP PDU SN start (last block)
	0 or 3

	Discarded Block size (last block)
	0 or 1

	DL report NR PDCP PDU SN
	0 or 3

	Buffer Dwell Target Time
	0 or 2

	Padding
	0-3



The proposed solution is submitted in the accompanying CR to TS 38.425 (R3-190632).
Proposal: RAN3 to agree the CR to TS 38.425 presented in R3-190632.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This contribution proposes an addition to the desired buffer size concept to avoid excessive out-of-order delivery to the UE from the two legs in a DC scenario.
The following observations are made:
Observation 1: The actual buffer fill level and the buffer dwell time in the corresponding node heavily depend on the targeted buffer dwell time by the corresponding node.
Observation 2: Different buffer dwell target times for the two legs in a DC scenario may lead to throughput degradations or loss of higher-layer control data.

Based on the observations, the following proposal is raised: 
Proposal: RAN3 to agree the CR to TS 38.425 presented in R3-190632.
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