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5.x	Edge computing optimization
5.x.1	Use case description
Sub-Case 1: Service aware RAN optimization
Improving per user per service quality of experience has become goals of operators to enhance competiveness and to develop new businesses beyond undifferentiated data traffic.
The data rate of the most promising services in 5G, e.g. HD Video and VR/AR, is high and the traffic demand could be highly dynamic. The dynamic could be caused by user interaction, e.g. video refresh, VR helmet or handle interactions. To cater for such dynamic traffic demand, it is required that RAN is aware of the real-time service requirement and in real-time provision enough radio resources. Otherwise, poor service user experience might be caused. 
Nevertheless, currently, RAN gets only semi-static QoS information from CN, and therefore cannot optimize radio resource allocations for the instant high data bursts, e.g. video or VR refresh data. 
Objective of the use case is to resolve conflicts between traffic demand dynamics and semi-static QoS, and conflicts between user experience and network efficiency/costs.
1. Definition of service information to be aware by RAN, especially instant service data rate requirements;
2. Service information data collection;
3. RAN data collection required to enable real-time RAN optimization for instant service requirements;
4. RAN functions and actions upon awareness of defined service information;
Sub-Case 2: RAN capability exposure to assist end-to-end performance optimization
Currently, the mobile applications adjust their data rate by rate estimation rather than consulting the mobile networks. The lack of communication between RAN and CN, and RAN and the applications brings challenges to end-to-end network optimization and user experience enhancement.
· Mismatch between fast radio channel variations and relatively slow application adjustments: since without instant knowledge of mobile network bandwidth, the application is not capable to adapt fast enough to the varying radio conditions. And it would lead to inefficient radio resource usage and sub-optimal user experiences. For example, for video applications, if the radio network bandwidth suddenly degrades, video stalling can be caused, and if there is random packet data loss, video quality degradation can occur.

Objective of the use case is to assist either CN QoS management or application data rate adjustments, so as to achieve end-to-end efficient usage of network resources and optimization of performance:
1. Definition of the radio network information to be exposed to assist core network QoS management and application adjustments, e.g. the available UE radio bandwidth for a data flow;
2. Data collection required to derive the radio network information;
3. RAN functionalities and Procedures to support radio network information exposure.
5.x	Per-UE Local RRM Policy Information Storage and Retrieval
5.x.1 Use case description
The subscribers in the network may have some specific profiles or characteristics. E-UTRAN/NG-RAN nodes in the network may want to customize some aspects of the RAN configuration for these certain subscribers (or groups of subscribers). The UE specific information that of interest for RAN can be stored at a network node and then is retrieved from the node over several IDLE-CONNECTED transition cycles. This allows RAN to customize the configuration for the UE without performing complex learning process at each UE state transition. 
5.x	URLLC Optimisation
5.x.1 Use case description
URLLC services require stringent end-to-end QoS requirements including ultra low latency and very high reliability. This poses some challenges to the 5G System as several factors could affect the end-to-end QoS performance such as wireless coverage, network node (UPF/RAN/UE) resources, and transport network. The vertical applications may want to be aware of the real time latency (e.g., UL, DL or Round trip latency) of the URLLC service in 5G system, and the trouble shooting could be done based on the real time latency as the input. Nevertheless, in Rel-15, only QoS Notification Control is performed to monitoring the GFBR at RAN side. To achieve the end-to-end QoS monitoring, the real time QoS performance in 5GC and NG-RAN can be jointly monitored. 
In order to achieve requirements of URLLC services, the following RAN aspects would be studied:
-	Solutions for the RAN to monitor the real-time QoS of air interface, such as packet delay, jitter and packet error rate to assist to achieve URLLC services requirement and identify the RAN functional and interface impact to support the end-to-end QoS monitoring mechanism, including the QoS monitoring triggering and enforcement.
-	The appropriate RAN actions to take when the required QoS of URLLC services will not be satisfied, i.e., how to use the exposed QoS monitoring result to fulfil the QoS requirement of the URLLC service.
5.x	LTE V2X Optimisation
5.x.1 Use case description
Generally V2X services can be provided by PC5 interface and/or Uu interface. Support of V2X services via Uu interface is controlled by the eNB and the QoS performance could be guaranteed to some extent. Support of V2X services via PC5 interface is provided by V2X sidelink communication, which is a mode of communication whereby Ues can communicate with each other directly over the PC5 interface. For V2X sidelink communication, the resources can be allocated to Ues in two ways: scheduled resource allocation (mode 3) and UE autonomous resource selection (mode 4). For Ues in mode 3, the transmission resources are scheduled by the eNB. For Ues in mode 4, the UE on its own selects resources from resource pools based on sensing results and thus the eNB does not know the communication quality. To make the eNB become more aware of the channel utilization of the V2X sidelink communication, Channel Busy Ratio (CBR) measurement results is supported to be reported by the UE in RRC_CONNECTED. To help the eNB better schedule the resources for Ues in mode 3 in resource pool sharing case, sensing results is also supported to be reported by the UE, but only the Ues in mode 3.
In rapporteur’s understanding, the CBR measurements and/or sensing results are also required for zone optimization purpose. For example, when the CBR measurements indicate that the channel has been busy for a relativity long time or when the sensing results indicate there are almost no available resources left, the resource pool corresponding to the specific zone may need to be increased or the zone sizing may need to be re-planned. 
5.x	Massive MIMO (MaMIMO)
5.x.1 Use case description
Strategic massive MIMO antenna deployment brings net positive gains to end user experience, and to the network ecosystem as a whole. Maximising the potential performance gains for MaMIMO antennas and assessing their impact on the surrounding network is an area requiring focus within the C-SON and D-SON domain. Data pertaining to MaMIMO antenna array usage would be very useful in the decision and feedback criteria for CCO and load balancing algorithms. This information can inform the algorithms whether the MaMIMO cells have the ability to handle traffic in specific locations (based on antenna array usage) in long term (CCO) or short term (load balancing) scenarios. In relation to optimising MaMIMO antenna arrays two practical network scenarios are proposed as described below:
Scenario 1- Improvement of the convergence rate to reach the optimal antenna beam pattern per user or per set of users 
Scenario 2- Improvement of the mobility and mobility robustness for high speed users. This would require a simultaneous feedback from the UE during data collection
“Scenario 1” proposes to add additional information to the decision making algorithm involved in optimising antenna array selection based on the cells traffic profile. As the antenna array optimisation will differ per cell it is important that this information is provided at a per cell level and may include information such as geographical population clutter, geographical user density based on crowd source or geo-located trace data, etc. 
“Scenario 2” is more closely related to optimising for specific users when in mobility. Learned beam forming sequences can be used to optimise the experience of a customer traveling in a certain direction on a certain route. Users in mobility can be estimated based on the cell handover patterns and when entering a MaMIMO cell can follow a specific learned pattern based on the predicted road they are traveling along. 
5.x	RAN Notification Area Optimization
5.x.1 Use case description
NR has introduced the concept of RAN notification areas (RNAs). When a UE is sent from RRC_connected to RRC_inactive mode, it can be configured by the last serving cell with a RNA which covers one or more cells. All cells of the configured RNA have to be in the same CN registration area. As long as the RRC_inactive UE is moving towards cells which are part of the configured RNA, it does not have to notify NG-RAN. When it moves towards a cell which is not part of the configured RNA, then it has to send an RNA update (RNAU). Furthermore, the UE can be configured to send periodic RNAUs.  
If the last serving gNB receives DL data from the UPF or DL UE-associated signalling from the AMF (except the UE Context Release Command message) while the UE is in RRC_INACTIVE, it pages in the cells corresponding to the RNA and may send XnAP RAN Paging to neighbour gNB(s) if the RNA includes cells of neighbour gNB(s).
Obviously, the design of the RNA has impact on the overhead produced by RNAUs or paging. Small RNAs will cause a lot of RNAUs, and large RNAs will cause a lot of paging overhead. In the ideal case, only cells along routes which the UEs follow with largest probability should be part of the RNAs. This massively saves RNAUs, while not unnecessarily increasing the paging overhead.
5.x	System Information Area optimization
5.x.1 Use case description
System Information (SI) is divided into Minimum SI and Other SI, where Minimum SI consists of Master Information Block (MIB) and System Information Block 1 (SIB1) that are periodically broadcast using two different downlink channels. The Other SI encompasses everything not broadcast in Minimum SI (SIB2 and above) and may be broadcast either triggered by the network or upon request from the UE., i.e., on-demand SI. SIBs other than SIB1 are delivered to the UE via SI messages where each SI message consists of SIBs having the same periodicity. The indication of whether an Other SI message is broadcasted or not is given in SIB1.
Any SIB except SIB1 can be configured to be cell specific or area specific using an indication in SIB1. The cell specific SIB is applicable only within a cell that provides the SIB while the area specific SIB is applicable within an area referred to as SI area, which consists of one or several cells and is identified by System Information Area (SIA) ID.
The cells of SIA would cover a certain geographic area and the network operator would expect that all UEs that are confined within this geographic area to use the corresponding common SI message. However, due to shadowing the borders between the coverage of cells, and in turn different SIAs, are smeared causing some geographic areas in e.g. SIA1 to be covered by another SIA2. For illustration, Fig. 1 and Fig. 2 shows one example where some areas in SIA1 are covered by SIA2. 
In Fig. 1, the UE returns to the original SIA1 after crossing for a short time SIA2
[image: Picture1]
Fig. 1: UE in SIA1 crosses for a short time SIA2 before switching back to SIA1.
The consequences of these short crossings of SIA2 are summarized in the following:
On-demand SI messages in SIA2 may have to be requested by the UE (if it does not have a valid stored version) and broadcasted by the network. In addition, the UE in Fig. 1 may have to request the on-demand SI messages again when it returns back to SIA1 after spending a short stay in SIA2. Note that the UE is required only to store the SI message of the cell that is camping on (serving cell). That is the storage and management of the stored SI in addition to the SI valid for the current serving cell is left to UE implementation. 
The main objective of this use case is how to detect the existence of geographic areas corresponding to SIA1 that are covered by another SIA2, for which the UE reselects to for a short time and acquires on-demand SI message and/or fails to acquire the required SI message.
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