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1
Introduction
This contribution analyses the “handling of network identities” as described in NTN SID. More specifically, this contrib ution focus on the PCI and neighbour relationships. 
2
Discussion

In terrestrial networks the relationships between cells are not changing except when new cells are added to the network, when cells are being removed or when something changes in the environment, like new building appearing. These are slow changes and do not happen on a minute or daily basis. In NTN cells are moving and the neighbour cell relationships may change on minutes basis. In case of LEO and MEO the changes are predictable, whereas in case of HAPs, they may even be unpredictable. These fast dynamic changes of the neighboring cell relationships have a number of impacts: 

· PCI planning: moving cells can create PCI conflicts, namely PCI collisions (when two cells with the same PCI become direct neighbors) and PCI confusion (when two cells with same PCI become neighbors of one cell). The result of those PCI conflicts can be radio link failures (PCI collision) or handover failures (PCI confusion). Unfortunately, it is not always possible to detect that the root cause of those failures were a PCI problem, and not another mobility problem. PCI problems can be avoided by two principle methods

· If there are less cells than PCIs, then we can certainly assign unique PCIs. Similarly, if we can partition the cells into groups, where we can guarantee that groups are sufficiently spatially separated, we can partition the PCIs appropriately and assign unique PCIs within the groups.

· In case it is difficult to assign unique PCIs within the groups, it may require to regularly verify whether the PCI allocation is still appropriate and replan PCIs otherwise. For NTN architecture with gNB-CU on ground, the Xn interface can help the gNB-CU to detect the PCI collision and the PCI confusion. For NTN architecture option with gNB on satellite, the Xn over ISL is needed for satellite gNB to detect the PCI collision and the PCU confusion.
In some scenarios, the NTN cell may need to change PCI. For example, in case a gNB-CU change with gNB-DU on satellite, the NTN cell may have to change PCI in order to force a handover procedure, which is used to reconfigure the UE with new parameters generated by the new gNB-CU. In these scenarios, a NTN cell may need to be preconfigured with multiple PCIs, i.e. to be used with different gNB-CUs.  Alternatively, the gNB-CU may reconfigure the new PCI.
Existing Xn interface and F1 interface can be reused for distributed PCI selection and PCI reconfiguration. 
· Missing neighbour relationships: even if PCI problems are perfectly avoided, the new (unknown) relations may cause handover problems. For a typical handover, the UEs report the PCI of a potential target cell. The cell maintains a Neighbour Cell Relation Table (NCRT) which maps the received PCI to the global CGI which than can be used to initiate the handover towards this target. With moving cells, it may happen that the reported PCI is not (yet) part of the NCRT (or that it is part, but it points to a different target which would again represent a PCI confusion case). In this case, the source cell cannot resolve the PCI and does not know to which cell a handover shall be initiated. As a solution, it may ask the UE to report the CGI, or it may try to resolve the PCI by help of operation and maintenance center. Most terrestrial networks support features for automatic neighbour relations (ANR), those seem to be extremely important for NTN, and they may have stricter requirements in terms of dynamics. Finally, it should be mentioned that neighbour relations are also used for other self-optimization features, those have obviously to be reviewed as well.

In current ANR, the NG-RAN node instructs the UE to perform measurements on neighbour cells. The NG-RAN node may use different policies for instructing the UE to do measurements, and when to report them to the NG-RAN node. Based on the UE’s measurement report, the NG-RAN node decides to add this neighbour relation, and can use PCI and NCGI(s) to:

a. Lookup a transport layer address to the new NG-RAN node.

b. Update the Neighbour Cell Relation List.

c. If needed, setup a new Xn interface towards this NG-RAN node.

This mechanism can be reused for NTN. The main difference to traditional ANR in terrestrial network is the neighboring NTN cells can be changed quickly in non-GEO NTN. For example, a NTN cell becomes a neighboring cell for 10-minute, then disappear for several hours. Since the Neighbour Detection Function and the Neighbour Removal Function are implementation specific, this may be left to implementation on how to remove an invalid neighboring NTN cell (for a terrestrial gNB’s NCRT), or an invalid neighboring TN cell (for a NTN gNB’s NCRT). 
Observation 1: Due to the movement of the satellites and of the 5G NR cells, neighbour cell relationships become dynamic, impacting PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
Observation 2: The NTN PCI planning issue can be solved either by assigning a unique PCI within a group, or by using distributed PCI selection and PCI reconfiguration via existing Xn/F1 procedures. 

Observation 3: The missing neighbour relationships issue can be solved by using existing ANR .
Proposal: Capture the above analysis in TR38.821.
3
Conclusions
In this contribution we have analysed the mobility issues for Non Terrestrial Network with earth-fixed beam. Our observations and proposals are: 

Observation 1: Due to the movement of the satellites and of the 5G NR cells, neighbour cell relationships become dynamic, impacting PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
Observation 2: The NTN PCI planning issue can be solved either by assigning a unique PCI within a group, or by using distributed PCI selection and PCI reconfiguration via existing Xn/F1 procedures. 

Observation 3: The missing neighbour relationships issue can be solved by using existing ANR .
Proposal: Capture the above analysis in TR38.821.
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· PCI planning: moving cells can create PCI conflicts, namely PCI collisions (when two cells with the same PCI become direct neighbors) and PCI confusion (when two cells with same PCI become neighbors of one cell). The result of those PCI conflicts can be radio link failures (PCI collision) or handover failures (PCI confusion). Unfortunately, it is not always possible to detect that the root cause of those failures were a PCI problem, and not another mobility problem. PCI problems can be avoided by two principle methods

· If there are less cells than PCIs, then we can certainly assign unique PCIs. Similarly, if we can partition the cells into groups, where we can guarantee that groups are sufficiently spatially separated, we can partition the PCIs appropriately and assign unique PCIs within the groups.

· In case it is difficult to assign unique PCIs within the groups, it may require to regularly verify whether the PCI allocation is still appropriate and replan PCIs otherwise. For NTN architecture with gNB-CU on ground, the Xn interface can help the gNB-CU to detect the PCI collision and the PCI confusion. For NTN architecture option with gNB on satellite, the Xn over ISL is needed for satellite gNB to detect the PCI collision and the PCU confusion.

In some scenarios, the NTN cell may need to change PCI. For example, in case a gNB-CU change with gNB-DU on satellite, the NTN cell may have to change PCI in order to force a handover procedure, which is used to reconfigure the UE with new parameters generated by the new gNB-CU. In these scenarios, a NTN cell may need to be preconfigured with multiple PCIs, i.e. to be used with different gNB-CUs.  Alternatively, the gNB-CU may reconfigure the new PCI.

Existing Xn interface and F1 interface can be reused for distributed PCI selection and PCI reconfiguration. 

· Missing neighbour relationships: even if PCI problems are perfectly avoided, the new (unknown) relations may cause handover problems. For a typical handover, the UEs report the PCI of a potential target cell. The cell maintains a Neighbour Cell Relation Table (NCRT) which maps the received PCI to the global CGI which than can be used to initiate the handover towards this target. With moving cells, it may happen that the reported PCI is not (yet) part of the NCRT (or that it is part, but it points to a different target which would again represent a PCI confusion case). In this case, the source cell cannot resolve the PCI and does not know to which cell a handover shall be initiated. As a solution, it may ask the UE to report the CGI, or it may try to resolve the PCI by help of operation and maintenance center. Most terrestrial networks support features for automatic neighbour relations (ANR), those seem to be extremely important for NTN, and they may have stricter requirements in terms of dynamics. Finally, it should be mentioned that neighbour relations are also used for other self-optimization features, those have obviously to be reviewed as well.

In current ANR, the NG-RAN node instructs the UE to perform measurements on neighbour cells. The NG-RAN node may use different policies for instructing the UE to do measurements, and when to report them to the NG-RAN node. Based on the UE’s measurement report, the NG-RAN node decides to add this neighbour relation, and can use PCI and NCGI(s) to:

a. Lookup a transport layer address to the new NG-RAN node.

b. Update the Neighbour Cell Relation List.

c. If needed, setup a new Xn interface towards this NG-RAN node.

This mechanism can be reused for NTN. The main difference to traditional ANR in terrestrial network is the neighboring NTN cells can be changed quickly in non-GEO NTN. For example, a NTN cell becomes a neighboring cell for 10-minute, then disappear for several hours. Since the Neighbour Detection Function and the Neighbour Removal Function are implementation specific, this may be left to implementation on how to remove an invalid neighboring NTN cell (for a terrestrial gNB’s NCRT), or an invalid neighboring TN cell (for a NTN gNB’s NCRT). 

