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1 Introduction
The new SI-RAN Centric Data Collection and Utilization for LTE and NR was updated in [1] at plenary meeting #81. In addition, RAN3 discussed the SID and agreed the TR 37.816 [2] at the RAN3#101bis meeting. In this document, we intend to discuss the use case of PCI selection applicable for this new SI.

2 Discussion

The physical cell identity (PCI) is an essential configuration parameter for the radio access. It corresponds to a unique combination of one orthogonal sequence and one pseudo-random sequence. There are 504 unique PCI supported by LTE while 1008 supported by NR.
When a new NG-RAN node is brought into the field, the NG-RAN node needs to select a PCI for each of its supporting cell. In order to avoid the interference conditions hindering the identification, the PCI for one cell should avoid collision and/or confusion with respective neighbouring cells.

-
PCI confusion: A cell has neighbouring cells with identical PCI.

-
PCI collision: The PCI is not unique in the area that the cell covers.
The use case of PCI selection in LTE was introduced in [3], and the framework for PCI selection was specified in [4]. It is reasonable and efficient to take the PCI selection function in LTE as the starting point, and figure out the necessary enhancements taking into account the NR characteristics.
Proposal 1: The PCI selection function in LTE should be taken as the starting point for PCI selection for NR cells. 

The support of split architecture in gNB will impact on the PCI selection function for NR cells. 
In LTE, the eNB decides the PCI of each cell it served based on the certain PCI value or a list of PCI values signalled from the OAM. The eNB may restrict the list by removing some PCIs that are occupied by neighbouring cells, i.e., PCIs received over the X2 interface. 
In aggregated gNB case, the whole framework of PCI selection function of LTE can be applied also to the NR cell’s PCI selection.

However, in the split gNB architecture, the PCI selection function could be done by the CU, DU, or OAM generally. We think it’s reasonable to enable the CU to implement the PCI selection function, because CU has the PCI information of neighbour cells received from Xn and F1 interface. 

There are several options to implement the PCI selection function in split gNB scenario:
Case 1: centralized PCI selection, OAM assigns a single PCI to each NR cell

In this case, the OAM configures a single PCI value for NR cells in the DU. The DU sends the PCI of each serving cell to the CU during the F1 setup procedure.

· Option 1a: CU detects PCI conflict and indicates to OAM via DU. OAM assigns a new PCI.

When the CU detects PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict indication to the DU. The DU reports the PCI conflict to the OAM. After that, the OAM will allocate a new PCI value for the DU.
· Option 1b: CU detects PCI conflict and indicates to OAM directly. OAM assigns a new PCI.
When the CU detects the PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict to OAM directly. And the OAM will allocate a new PCI value for the cell having PCI conflict and configure it to the DU.

Case 2: Distributed PCI selection, OAM configures a list of PCIs to each NR cell
In this case, the OAM signals a list of PCIs for each cell to the DU, and DU selects one from the list for each NR cell. The DU sends the selected PCI of each serving cell to the CU during F1 setup.
· Option 2a: CU detects PCI conflict and indicates to DU. DU reassigns a new PCI.
When the CU detects the PCI conflict, it sends the PCI conflict indication to the DU. In addition, the CU sends the PCIs of cells neighbouring to the cell subject to PCI update to the DU, or allowed PCIs, or non-allowed PCIs to the DU. The DU may restrict the PCI list considering the information suggested by CU. Based that, the DU reselects a new PCI value from the remaining list of the PCIs.
· Option 2b: CU detects PCI conflict and reassigns a new PCI.
When the CU detects the PCI conflict, the CU will select a new PCI value from the remaining list of the PCIs reported from the DU, and send the new PCI value to the DU in the gNB-CU configuration update procedure. How the CU obtain the allowed PCI list of each cell can be further studied.
Proposal 2: It is proposed RAN3 to study the PCI selection function for the split gNB architecture by considering above options.
3 Conclusion
Based on the discussion in this paper, we propose:
Proposal 1: The PCI selection function in LTE should be taken as the starting point for PCI selection for NR cells. 

Proposal 2: It is proposed RAN3 to study the PCI selection function for the split gNB architecture by considering above options.

This document provides the TP for 37.816 to align with the proposals.
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5.2
PCI selection

5.2.1
Solution description

The NG-RAN node shall base the selection of its PCI either on a centralized or distributed PCI assignment algorithm:

[Centralized PCI assignment] The OAM signals a specific PCI value for each NR cell. The gNB shall select this value as the PCI of the NR cell.

[Distributed PCI assignment] The OAM signals a list of PCI values. The gNB may randomly select a value from the list as its PCI.

In the split gNB architecture, there are several options for the PCI selection:
Case 1: centralized PCI selection, OAM assigns a single PCI to each NR cell

In this case, the OAM configures a single PCI value for NR cells in the DU. The DU sends the PCI of each serving cell to the CU during the F1 setup procedure.

· Option 1a: CU detects PCI conflict and indicates to OAM via DU. OAM assigns a new PCI.

In option 1, when the CU detects PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict indication to the DU. The DU reports the PCI conflict to the OAM. After that, the OAM will allocate a new PCI value for the DU.

· Option 1b: CU detects PCI conflict and indicates to OAM directly. OAM assigns a new PCI.

When the CU detects the PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict to OAM directly. And the OAM will allocate a new PCI value for the cell having PCI conflict and configure it to the DU.

Case 2: Distributed PCI selection, OAM configures a list of PCIs to each NR cell
In this case, the OAM signals a list of PCIs for each cell to the DU, and DU selects one from the list for each NR cell. The DU sends the selected PCI of each serving cell to the CU during F1 setup.
· Option 2a: CU detects PCI conflict and indicates to DU. DU reassigns a new PCI.
When the CU detects the PCI conflict, it sends the PCI conflict indication to the DU. In addition, the CU sends the PCIs of cells neighbouring to the cell subject to PCI update to the DU, or allowed PCIs, or non-allowed PCIs to the DU. The DU may restrict the PCI list considering the information suggested by CU. Based that, the DU reselects a new PCI value from the remaining list of the PCIs.
· Option 2b: CU detects PCI conflict and reassigns a new PCI.

When the CU detects the PCI conflict, the CU will select a new PCI value from the remaining list of the PCIs reported from the DU, and send the new PCI value to the DU in the gNB-CU configuration update procedure. How the CU obtain the allowed PCI list of each cell is FFS.
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