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1   Introduction
MR-DC with 5GC with RRC_INACTIVE operation is supported in NR, and in case of UE context level activity is reported, via the Activity Notification procedure, from the SN, the MN may invoke RAN paging procedure to UE to the connected state. However, the RAN paging failure may occur. In this case, it was described in [1] that:
“If NG RAN has only pending user plane data for transmission, the NG-RAN node may keep the N2 connection active or initiate the AN Release procedure (see TS 23.502 [3], clause 4.2.6) based on local configuration in NG-RAN.”
Once RAN paging failure is detected, and the MN decides to release the inactive UE to idle state, it will invoke the S-NG-RAN node Release procedure toward the SN, and then the SN will know that the RAN paging is failure, and thus release all UE context including discard of the DL data. There is no additional standard impact in this branch. 

On the other hand, if the MN decides to keep UE in inactive state and so as to the DC configuration, i.e., keep the N2 connection active, the SN handling is still unspecified and ambiguous. 

This issue was discussed in last RAN3 meeting in [2]. The proposal in [2] is to clarify this in stage 2 specification. During the discussion, some companies suggested that this issue can be sorted out by implementation, and usually we do not describe error case in stage 2. 
However, the similar issue in CP-UP separation architecture was pointed out in [3] and [4]. In order to have a consistent protocol design principle, and a simplified and unified product implementation, we propose to reconsider this issue and have a unify mechanism for RAN paging failure handling at SN node/CU-UP in all cases.

2   Discussion
In case of CP-UP separation, as observed from [3] and [4], there are three options for RAN paging failure handling.
· Option 1: Implicit solution, [3].

In this option, if the CP decides to keep the UE in inactive state in case of RAN paging failure, the UP will not receive any message, and it detects the RAN paging failure itself and discard the DL data, e.g., the validity timer of the buffered DL data is expired. Some procedural texts are needed to specify the CU-UP behaviour.
· Option 2: Introduction a new indicator in the modification request message, [3]. 

In this option, a new indication to indicate the RAN paging failure will be introduced in the BEARER CONTEXT MODIFICATION REQUEST message over E1. This indication enables the gNB-CU-UP to just discard the buffered DL data and keep the bearer context for the UE.
· Option 3: Reuse existing IE included in the modification request message with new semantics description [4].

In CP-UP separation case, if RAN paging fails, the CU-CP sends a BEARER CONTEXT MODIFICATION REQUEST message to the CU-UP, with the Bearer Context Status Change IE set to “Suspend”. As the UE was already in the inactive state, the CU-UP detects that the RAN Paging is failed and discards the DL data.
Mapping to MR-DC cases, there are also three options for SN to handling the RAN paging failure:

· Option 1: Implicit solution.

In this option, if the MN decides to keep the UE in inactive state in case of RAN paging failure, the SN will not receive any message, and it detects the RAN paging failure itself and discard the DL data, e.g., the validity timer of the buffered DL data is expired. Some procedural texts are needed to clarify this behaviour.
· Option 2: Introduction a new indicator in the modification request message.

In this option, a new indication related to the RAN paging failure will be introduced in the S-NODE MODIFICATION REQUEST message. This indication enables the SN to just discard the buffered DL data and keep the bearer context for the UE.
· Option 3: Reuse existing IE included in the modification request message with new semantics description.
In this option, the MN sends an S-NODE MODIFICATION REQUEST message to the SN, with the Lower Layer presence status change IE set to “release lower layers”. If the UE was already in the inactive state, the SN detects that the RAN Paging is failed and discards the DL data.
Option 1 has no signalling impact. Option2 will introduce a new IE in the modification request message. Option 3 will modify the IE semantics description, and the receiving node behaves differently with a same enumerated value, which seems not a normal specification generation. Therefore, we prefer option 1.
Proposal: In case of MR-DC, if the SN is not informed the RAN paging failure, it may decide that RAN paging is failed internally and discard the DL data.  
3   Conclusion
In this contribution, we reconsider the RAN paging failure handling in case of dual connectivity, and we have the following proposal:
Proposal: In case of MR-DC, if the SN is not informed the RAN paging failure, it may decide that RAN paging is failed internally and discard the DL data.  
We also propose to agree to the relevant CR for XnAP in [5].
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