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Introduction
The Release 16 IAB WID [1] includes an objective related to specification of a flow control mechanism to handle congestion in an IAB network:
· Specification of enhancements to L2 wireless transport [RAN2-led, RAN3]:
· Specification of an adaptation layer above RLC layer. The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer. 
· Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.
· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion. 
· Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ

In this contribution we provide some discussion related to this objective and offer considerations on how it should be met in Release 16 specifications.
Flow Control for Downlink Data Congestion
As identified and acknowledged by most companies in [2], there is potential for data congestion on the downlink in an IAB network. This happens when the relay link downstream from an IAB-node is much poorer than the relay link upstream from the IAB-node. For example, in Figure 1 if the Hop 3 link is much poorer than the Hop 2 link, the DU at IAB-node 1 does not realize this because there is no buffer status reported from the DU of IAB-node 2 to the DU of IAB-node 1. So, the DU of IAB-node 1 continues to forward data to IAB-node 2, causing the RLC buffer at the DU of IAB-node 2 to overflow, resulting in dropped packets.  
There is already a flow control mechanism specified in the NR user plane protocol (NR UPP) specification (TS 38.425), where the gNB-DU provides a DL DATA DELIVERY STATUS PDU to the gNB-CU, which provides information to help the PDCP at the gNB-CU to regulate the flow of packets to the gNB-DU. While this mechanism works well in a traditional non-IAB NR deployment, IAB networks have a unique problem as there are intermediate nodes between the access gNB-DU and the gNB-CU. The flow control solution developed to relieve above described downlink data congestion problem must be effective at managing buffer sizes at intermediate IAB nodes and be able to respond quickly to dynamically changing link and traffic conditions as well as route changes. There are several reasons why end-to-end flow control alone may not be effective for multi-hop relaying, and a distributed hop-by-hop flow control solution may be needed. 
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Figure 1: Flow Control in IAB Network
In a multi-hop scenario, end-to-end throttling may be slow to react to congestion at intermediate IAB nodes, causing the intermediate IAB node to continue dropping packets. This is because any action taken by the gNB-CU to mitigate congestion needs to propagate through the relay network. This means that packets that are already in the relay pipeline continue to get delivered to the congested IAB node until the change in flow reaches the congested node. This may result in the congested node dropping more packets than a corresponding non-IAB scenario. Moreover, since in mmWave networks, link conditions can change very rapidly, if a link in a multi-hop relay chain suddenly deteriorates, the resulting congestion must first be detected by the end receiving node, followed by transmission of a status PDU to the transmitting end node, followed by any corrective action from the transmitting end node. In the opposite scenario when a poor link quickly improves in quality, there may also be a lag in the transmitting end node detecting that, which may cause an unnecessary throughput performance hit. 
Observation 1: End-to-end NR UPP based flow control could be slow to react to rapidly developing congested conditions in intermediate IAB nodes, thereby causing more dropped packets at congested nodes, or when link conditions improve, may temporarily cause underutilization of resources causing unnecessary reduction in throughput performance. 
Furthermore, evidence from analysis of multi-hop wireless networks [3] shows that hop-by-hop flow control helps achieve spatial spreading of congestion across the multi-hop network. So even though the bottleneck may be at one place, hop-by-hop flow control helps to spread out the congestion across multiple nodes, thereby resulting in smaller peak buffer sizes at individual relay nodes. This is shown in simulation results from [3], where the occupied queue size at the relay nodes is plotted against time.
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Figure 2: Hop-by-hop flow control results in lower buffer sizes at relay nodes [3]
Additionally, hop-by-hop flow control is also more effective at working in conjunction with TCP-based flow control, which is higher up in the protocol stack. Evidence from analysis in [4] shows that having a hop-by-hop flow control mechanism under TCP’s end-to-end flow control helps to even out the TCP flow rate. For IAB, we have a similar situation where TCP will operate above whatever lower layer flow control mechanism is designed for IAB, so a similar effect may be achieved with hop-by-hop flow control.
Observation 2: Modeling analysis indicates that hop-by-hop flow control may result in lower buffer sizes at IAB nodes and may help to better even out TCP flow rate. 
Hop-by-hop control is better suited to quickly deal with fast developing and potentially temporary congestion situations. This is the type of congestion that is more likely to occur in dynamic multi-hop relay networks deployed in FR2 spectrum. However, this does not necessarily preclude a role for an end-to-end control mechanism. End-to-end flow control may be effective in dealing with slower varying network conditions and could work at a larger time scale in conjunction with a shorter time scale hop-by-hop flow control mechanism.
Observation 3: Hop-by-hop and end-to-end flow control mechanisms could co-exist to deal with widely varying IAB network conditions and scenarios. 
There has been some discussion in [2] about the role of routing in dealing with congestion in an IAB network. While strictly speaking, routing and flow control are designed to deal with completely different problems, for a multi-hop IAB network, there could be some interaction between the two. For example, assume that an intermediate IAB node A serves two IAB nodes B and C, but the link between IAB nodes A and B is much poorer than the link between IAB nodes B and C. Furthermore, assume that IAB node A is being served by the donor DU. Now when bearers for UEs being served by IAB nodes B and C are aggregated into a backhaul bearer between the donor DU and IAB node A, the donor DU needs to be aware that packets being routed to IAB node B may be affected by congestion, while packets being routed to IAB node C are not affected by congestion. Furthermore, such congestion on one route could trigger a route change to a less congested route. At this point it is not clear whether and how such interactions between routing and flow control should be treated in 3GPP specifications. 
Observations 3: While there could be some possible interaction between flow control and routing algorithms for IAB, at this time it is not clear whether and how such interactions should be treated in 3GPP specifications. 
[bookmark: _Hlk1075608]Based on the above observations, 3GPP should consider the need to specify an IAB-specific hop-by-hop flow control mechanism coexisting with the NR UPP-based end-to-end flow control mechanism. A natural place to implement such hop-by-hop flow control would be at the adaptation layer.   
Proposal 1: 3GPP should consider the need to specify an IAB-specific hop-by-hop flow control mechanism coexisting with the NR UPP-based end-to-end flow control mechanism.
[bookmark: _GoBack]Having said that, a hop-by-hop flow control mechanism co-existing with the NR UPP-based end-to-end flow control mechanism is an enhancement feature as opposed a core feature to enable IAB in Release 16. In terms of timing, we believe that within Release 16, 3GPP should first develop specifications for the core features of IAB. Following this, in the latter part of Release 16, the enhancement to add a hop-by-hop flow control mechanism should be considered. Also, note that the hop-by-hop flow control solution is forward compatible since it only affects the IAB nodes. There is no UE impact of implementing hop-by-hop flow control in the IAB network.
Proposal 2: The initial part of Release 16 work should focus on developing core features of IAB. Hop-by-hop flow control should be considered in the latter half of Release 16. 

Conclusion
In this contribution, we discuss issues related to hop-by-hop flow control for IAB. The following observations and proposals were made:
Observation 1: End-to-end NR UPP based flow control could be slow to react to rapidly developing congested conditions in intermediate IAB nodes, thereby causing more dropped packets at congested nodes, or when link conditions improve, may temporarily cause underutilization of resources causing unnecessary reduction in throughput performance. 
Observation 2: Modeling analysis indicates that hop-by-hop flow control may result in lower buffer sizes at IAB nodes and may help to better even out TCP flow rate. 
Observations 3: While there could be some possible interaction between flow control and routing algorithms for IAB, at this time it is not clear whether and how such interactions should be treated in 3GPP specifications. 
Proposal 1: 3GPP should consider the need to specify an IAB-specific hop-by-hop flow control mechanism coexisting with the NR UPP-based end-to-end flow control mechanism.
Proposal 2: The initial part of Release 16 work should focus on developing core features of IAB. Hop-by-hop flow control should be considered in the latter half of Release 16. 
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