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1. Introduction
In SA2#129bis meeting, they discussed TSN integration options, and sent out the LS to RAN1, RAN2 and RAN3 [1]. The LS reports that SA2 concluded to go with the TSN integration options allowing “5GS to be integrated as a black box” (Solution #8 in TR 23.734). SA2 also have some initial analysis on the RAN impacts of the potential TSN Time synchronization solutions.
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In this contribution, we further study the RAN impacts for the TSN Time synchronization solutions. 
2. Discussion
2.1 Solution#11-Option 2: Convey timing as boundary master clocks towards TSN device via 5G signalling
This option 2 is the new option merged from option 2 and option 3 of solution#11. It consists in conveying timing to the UE (acting as boundary master clocks towards downstream connected TSN devices) via 5G specific signalling, e.g. via 5G broadcast/5G unicast frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. below PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. via underlying transport network by having an embedded TSN client within the gNB. This option does not use 802.1AS messages towards the UE.
Observation 1.1: With solution 11, option2, gNB gets TSN timing information via direct connectivity with the TSN master clock. Then gNB utilizes its fine-frame structure to convey precise timing to the UE. 5GS work as a bridge to transfer the TSN timing. UE acts as boundary master clock towards downstream connected TSN devices.
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Option 2 with boundary clock mode approach (refer to IEEE 802.1AS-rev(d7.3)) can also exploits unicast of time information in support of the following cases:

· additional time domains;
· when the capacity of SIB is exceeded;
· when on-demand SI is not perceived dynamic enough.
In these cases, it is appropriate to used RRC dedicated signaling for distributing the time information in the air-interface.

Observation 1.2: In solution 11, option2, both SIB broadcasting and RRC signaling is appropriate for time synchronization in air-interface.

Alternately, UPF is synchronized with the TSN GM via transport network with embedded PTP slave entity and the gNB is synchronized with UPF and TSN GM through underlying PTP capable transport network by using (g)PTP as it is makes the 5G system to look like a time aware relay. TSN clock is transported to gNB via PTP message, and gNB send such clock as “local time” to UE. In this option, the 5G system appears as an 802.1AS compliant entity, i.e. time aware relay, that allows 5G system to use 802.1AS standardized signalling to exchange time information with neighboring entities.
Observation 1.3: In solution 11, option2, gNB can be synchronized with UPF and TSN GM through underlying PTP capable transport network.
Observation 1.4: The benefit of solution 11, option2, is that no 802.1AS messages will ever travel over Uu, but it imposes 5GS can only support boundary clock, and does not support transparent clock, which can be restrictive.
2.2 Solution#11-Option 3: One time-aware relay implemented with Solution#8

This solution leverages the SA2 decision regarding the 5GS integration in a TSN: “5GS to be integrated as a black box” (Solution #8 in TR 23.734[2]). With such solution, 5G RAN is unaware of the TSN. The timing information from TSN working domain (external clock) is delivered via the UEs to the respective End Stations.  The 5G internal system clock will keep these network elements synchronized so that the timestamping of the gPTP event messages is done correctly. The 5G internal system clock can be made available to UE with signalling of time information related to absolute timing of radio frames (i.e. using SIB/RRC based methods described for LTE Rel-15). The timing information (gPTP messages, including the information on the incoming sync message timestamping) can be carried to the UE as data packets (e.g. payload). The time stamp is based on the 5G internal system clock.
Observation 2.1:  In solution 11, option 3, timing information (gPTP messages) can be carried to the UE as data packets (e.g. payload). The time stamp is based on the 5G internal system clock.
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Figure 6.11.1-2.  5G system is modelled as one time-aware relay using solution#8

The timing information from TSN working domain (external clock) is delivered via the UEs to the respective End stations.  5GS has the flexibility to act as a TSN bridge as either transparent or boundary clock. This option assumes the 5G internal system clock (black clock) is made available to all nodes in the 5G system and also made available to the network translator/adaptor via the underlying PTP compatible transport network, or any other mean (e.g. if co-located). With this solution, PTP messages will need to be served with high priority, as URLLC traffic.

For this option, all the 5G system could be considered as a black box, and no RAN impact is foreseen. 

Observation 2.2: Solution 11, option3 assumes the 5G internal system clock available to all nodes in the 5G system, up to network translator/adaptor possibly via an underlying PTP compatible transport network.

For the transmission of PTP messages as data packets in 5GS, this is a simple solution if there is no special QoS requirement, e.g. latency or reliability. Note the IIoT SI already brings very challenging latency and reliability requirements on RAN in support of time-critical applications as e.g. motion control [3]. Hence we don’t see a reason why that they could not fulfill the requirements for transporting PTP messages as well. 

Observation 2.3: The QoS and scheduling enhancements studied in Rel-16 in support of TSN streams transport requirements should be sufficient for transporting PTP messages as well.
2.3 Solution#11-Option 4: Merge multiple time domains into one using 5G clock

This option could be treated as a special deployment for TSN integration. Only one master clock is used, the 5GS clock, and all the TSN work domains are synchronized with 5G time domain. Each interface of the 5G system is seen by the connected TSN networks and by the End Stations, as separate GMs, each of them operating in independent gPTP domains, but providing the same time to all the connected networks. Similar to option 2, the UEs act as master boundary clocks to the downstream TSN end stations. This could be done in the edge of 5GS by translator-like modules. How to synchronize between the nodes in 5GS should be similar to the option 2. This option can be beneficial when multiple TSN domains need to be synchronized. 5GS (which is not the primary role though) could be used for that. 
.
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Figure 6.11.1-3. different time domains are merged into one time domain 
Observation 3: No special requirement to RAN is foreseen to support solution 11, option 4.
2.4 Solution#17: Deterministic delays between UPF and UE

5GS uses deterministic delays between UPF and UE and acts as a link or as a TSN Bridge. When 5GS acts as a link, PTP messages containing clock information are passing through 5GS experiencing deterministic delays. 5GS needs not performing any measurement/synchronization processes. When 5GS acts as a TSN bridge, the deterministic delays between UPF and UE make the residence time in 5GS be easily calculated so that 5GS can make proper correction of the PTP header’s “correctionField” with the residence time.
This solution requires defining special QoS parameters to realize deterministic residence time in 5GS. With such QoS parameters, it remains unclear whether NG-RAN could guarantee the deterministic delays in 5GS base on scheduling. To our understanding the delay of the Uu interface is hard to guarantee. Supporting this solution requires setting-up a special QoS, which will impact the N2 interface and the behavior of the NG-RAN.

The benefit of this solution is that it prevents from time-stamping packets at both ends. But the drawback is that PTP messages shall always be conveyed throughout 5GS with this exact residence time. So for example, packets that travel through 5GS faster than the expected deterministic time will need to be buffered at the 5GS output before being delivered (at the exact time) to the TSN. This might end-up being as complex as time stamping.

Observation 4.1: Supporting of the solution#17 requires setting-up a special QoS, which will impact the N2 interface and the behavior of the NG-RAN.

Observation 4.2: To use Solution#17, PTP messages shall always be conveyed throughout 5GS with exact residence time.
Finally, compared with option 3 above, if we assume the 5GS nodes are all synchronized, there is no need to support a deterministic delay, because the translators at egress ports can correct the residence time in the correctionField of the PTP message.

2.5 Solution#19: 5GS transparently pass the external PTP message through and makes proper correction in each nodes

Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header’s “correctionField” with the known residence time.
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Figure 6.19.1-1: Architecture of time synchronization
Impacts on UPF:

· UPF needs to mark two time stamps at two layers, one is PDU layer and the other is GTP layer.

Impacts on NG-RAN:

· NG-RAN moves the time stamp marked at GTP layer to the PDCP layer for the downlink direction and vice versa for the uplink packet.

Impacts on UE:

· UE needs to mark two time stamps at two layers, one is PDU layer and the other is PDU layer.

· UE needs to calculate the OFFSET of the TSN time based on the IEEE 802.1AS approach.

In this solution, PTP messages propagate through 5GS on a hop-by-hop basis, each node making its corresponding correction to the residence time. This solution is feasible, but it seems not compatible with a black box model, as it impacts the RAN and UE a lot. 
Observation 5: solution#19 is not a “black box” solution, and has big impacts on all RAN nodes.
2.6 Solution#28: TSN Time Synchronization Considering Multiple Clock Domains

5GS acts as transparent clock with independent internal clock achieving common concept of time between UEs and UPF as well as among different UEs. This is to allow one-way measurement and control of the E2E delay.
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Figure 6.28.2-1 5GS as Transparent Clock

Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header’s “correctionField” with the known residence time. This looks similar to solution 11 option 3 if packets are time-stamped at 5GS boundaries and similar to solution 17 if the “correctionField” is based on a deterministic delay and does not involve time-stamping. We don’t see any need to treat this solution specifically on top of solution 3 and solution 17.
Observation 6: Solution 28 looks similar to solution 11 option 3 if packets are time-stamped at 5GS boundaries and similar to solution 17 if the “correctionField” is based on a deterministic delay and does not involve time-stamping.
3. Conclusion 

In this contribution, we discussed the TSN integration options provided by SA2, further analysed the RAN and UE impact, we have the following observations to the given solutions as below: 
Observation 1.1: With solution 11, option2, gNB gets TSN timing information via direct connectivity with the TSN master clock. Then gNB utilizes its fine-frame structure to convey precise timing to the UE. 5GS work as a bridge to transfer the TSN timing. UE acts as boundary master clock towards downstream connected TSN devices.

Observation 1.2: In solution 11, option2, both SIB broadcasting and RRC signaling is appropriate for time synchronization in air-interface.

Observation 1.3: In solution 11, option2, gNB can be synchronized with UPF and TSN GM through underlying PTP capable transport network.
Observation 1.4: The benefit of solution 11, option2, is that no 802.1AS messages will ever travel over Uu, but it imposes 5GS can only support boundary clock, and does not support transparent clock, which can be restrictive.
Observation 2.1:  In solution 11, option 3, timing information (gPTP messages) can be carried to the UE as data packets (e.g. payload). The time stamp is based on the 5G internal system clock.

Observation 2.2: Solution 11, option3 assumes the 5G internal system clock available to all nodes in the 5G system, up to network translator/adaptor possibly via an underlying PTP compatible transport network.

Observation 2.3: The QoS and scheduling enhancements studied in Rel-16 in support of TSN streams transport requirements should be sufficient for transporting PTP messages as well.
Observation 3: No special requirement to RAN is foreseen to support solution 11, option 4.
Observation 4.1: Supporting of the solution#17 requires setting-up a special QoS, which will impact the N2 interface and the behavior of the NG-RAN.

Observation 4.2: To use Solution#17, PTP messages shall always be conveyed throughout 5GS with exact residence time.
Observation 5: solution#19 is not a “black box” solution, and has big impacts on all RAN nodes.
Observation 6: Solution 28 looks similar to solution 11 option 3 if packets are time-stamped at 5GS boundaries and similar to solution 17 if the “correctionField” is based on a deterministic delay and does not involve time-stamping.
Based on the observations above, we have the following proposal:

Proposal: Response to SA2 that from RAN point of view solution 11 option 2, 3 and 4 have minor impact, they could be further considered; meanwhile, the solutions 11, 17 and 19 should be eliminated due to complexity. 
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SA2 has now concluded on the TSN integration options allowing “5GS to be integrated as a black box” (Solution #8 in TR 23.734). 


……


SA2  is studying TSN Time synchronization solutions that have the following RAN impacts:


1) Conveying timing to the UE that act as boundary master clocks towards connected TSN device via 5G specific signalling, e.g. via 5G broadcast/5G unicast frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. below PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. via underlying transport network by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages). (Refer Solution #11 Option 2)


2) One time-aware relay implemented with Solution#8 5G RAN is unaware of the TSN. The timing information from TSN working domain (external clock) is delivered via the UEs to the respective End stations.  The 5G internal system clock will keep these network elements synchronized so that the timestamping of the gPTP event messages is done correctly. The 5G internal system clock can be made available to UE with signalling of time information related to absolute timing of radio frames (i.e. using SIB/RRC based methods described for LTE Rel-15). The timing information (gPTP messages, including the information on the incoming sync message timestamping) can be carried to the UE as data packets (e.g. payload). The time stamp is based on the 5G internal system clock. (Refer Solution #11 Options 3).


3) For multiple time domains: “Multiple time domains merged into one domain using 5G clock “, the UE only receives 5G timing information through gNB, and acts as master clock to the TSN end stations. In this solution each interface of the 5G system is seen by the connected TSN networks and by the End stations, as separate GMs, each of them operating in independent gPTP domains, but providing the same time to all the connected networks. (Refer Solution #11 Options 4).


4) 5GS gives deterministic delays between UPF and UE and 5GS acts as a link or as a TSN Bridge. When 5GS acts as a link, PTP messages containing clock information are passing through 5GS experiencing deterministic delays. 5GS need not perform any measurement/synchronization processes. When 5GS acts as a TSN bridge, the deterministic delays between UPF and UE make the residence time in 5GS be easily calculated so that 5GS can make proper correction of the PTP header’s “correctionField” with the residence time. (See Solution #17).


5) Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header’s “correctionField” with the known residence time (See solution #19).


6) 5GS acts as transparent clock with independent internal clock achieving common concept of time between UEs and UPF as well as among different UEs. This is to allow one-way measurement and control of the E2E delay (Refer Solution #28).


Thus, SA2 likes to request RAN1/RAN2 to provide input to SA2 regarding feasibility impacts from RAN perspective for the solution options identified above. In addition, SA2 would like to request feedback on the scalability on the radio interface for solutions that require transport of gPTP time synchronisation messages using per-UE unicast transport over the air.   Feedback will help SA2 decide on the solution option(s) that should be supported for TSN Time synchronization in release 16.
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