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1
Introduction
An LS from RAN2 was received in [1] which triggered discussion at RAN3#102 on synchronization accuracy and network interface latency. A reply LS was sent in [2], but there was insufficient time for RAN3 to capture a text proposal in TR 38.825.
2
Discussion

At the last RAN3 meeting, the achievable synchronization accuracy from the RAN perspective was discussed and some conclusions captured in the reply LS to RAN2 [2]. The main conclusion was that synchronization accuracy between the gNB and TSN GM clock can be much less than 1µs. In addition, RAN3 considered several options for delivery of TSN time information as examples, and determined the maximum absolute time error (TE) between TSN GM clock and gNB for each example option.
It would be beneficial to capture these conclusions in the TR as part of the TSN performance evaluation. A text proposal is provided in the Appendix (see section 6.3.4.1) which reflects the RAN3 conclusions sent to RAN2 at the last meeting, along with some background analysis taken from [4].
Proposal 1:
Agree to the text proposal on TSN synchronization accuracy (see Appendix).

Finally, regarding latency introduced by network interfaces, RAN3 replied to RAN2 that it depends on the backhaul type and network architecture, but can be negligible in certain scenarios, e.g. high quality backhaul and/or compact architecture (e.g. UPF collocated or very close to the gNB, no CU/DU split, etc). However, it cannot always be assumed to be neglible as pointed out by SA2 in [3].

These assumptions regarding network interface latency should also be captured in the TR as part of the TSN performance evaluation. A text proposal is provided in the Appendix (see section 6.3.4.2) which reflects both the RAN3 and SA2 views, from [2] and [3] respectively.
Proposal 2:
Agree to the text proposal on network interface latency (see Appendix). 
3
Summary
The following is proposed:
Proposal 1:
Agree to the text proposal on TSN synchronization accuracy (see Appendix).

Proposal 2:
Agree to the text proposal on network interface latency (see Appendix). 
References

[1] R3-186284, LS on TSN requirements evaluation, RAN2
[2] R3-187252, Reply LS on TSN requirements evaluation, RAN3

[3] R3-190037, LS on RAN Impact analysis due to TSN, SA2

[4] R3-186705, TSN Time Synchronization, Nokia, Nokia Shanghai Bell

Appendix:

Text Proposal for TR 38.825
Start of Text Proposal
6.3
TSN performance evaluation
[…]

6.3.4
Radio access network aspects
Editor’s note: RAN3 responsibility
6.3.4.1
Time synchronization accuracy

Regarding the achievable time synchronization accuracy from the RAN perspective, the synchronization accuracy between the gNB and TSN GM clock can be much less than 1µs.

As examples, several options for delivery of TSN time information from the synchronization source are considered:

1.
Local on-site GNSS receiver as TSN GM clock;
2.
Local on-site TSN GM clock;
3.
Remote TSN GM clock entity using cascaded PTP capable transport network connection.
For a local on-site GNSS receiver, ITU-G.8271 [x] provides a minimum requirement for absolute synchronization accuracy (Time Error) of |TE| ≤ 100ns. This value is valid for normal, locked operating conditions. In case of local on-site GNSS receiver at both nodes, the relative accuracy is 2 x absolute maximum |TE|, i.e. |TE| ≤ 200ns.

For a local on-site TSN GM clock, TE is considered negligible e.g. |TE| < 20ns. 
For a remote TSN GM clock entity, ITU-T G.8271.1 [y] describes that the accumulated time error, TE(t), at any reference point may be expressed in terms of a constant and a dynamic TE component, cTE and dTE(t) respectively. The constant TE component is immune to filtering and is caused e.g. by asymmetries in transmission medium clock entities. The dynamic TE component is related to random noise accumulation and can be mitigated by low pass filtering. Dynamic TE is further de-composed into decorrelated low band and high band components, dLTE and dHTE respectively. Furthermore, linkTE represents constant TE due to symmetry of link. In a chain of time clocks, where the N nodes are indexed by the letter i, and the (N – 1) links are indexed by the letter j, the maximum absolute TE at the output of the Nth node can be upper bounded as:
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The following are typical assumptions for a Class B clock (from Table V.1 of ITU-T G.8273.2 [z]):

-
cTEi = ±20 ns

-
LinkTEj = 0

-
dLTEi = ±20 ns

-
dHTEN = ±35 ns

With the above assumptions, the maximum |TE| between two nodes connected by N number of hops, assuming that the TSN GM co-locates with either of the nodes, is approximately N*40ns.  

A summary of the maximum absolute time error between the TSN GM clock and gNB for the above time synchronization options is shown in Table 6.3.4.1-1.
Table 6.3.4.1-1: Maximum absolute time error (TE) between TSN GM clock and gNB

	Synchronization source
	Synchronization accuracy

	Local on-site GNSS receiver (GPS is TSN GM clock) 
	|TE| = 100 ns.

	Local on-site TSN GM clock
	TE is negligible.

	Remote TSN GM clock entity using cascaded PTP capable transport network connections
	|TE| ~N*40ns, where N is the number of PTP hops. 


6.3.4.2
Latency on network interfaces

The latency introduced by network interfaces depends on the backhaul type and network architecture. The latency can be negligible in certain scenarios, e.g. high quality backhaul and/or compact architecture (e.g. UPF collocated or very close to the gNB, no CU/DU split, etc). However, there are cases where the latency introduced on network interfaces is not negligible, e.g. when an operator wants to replace an existing wired TSN network with a full “in-building wireless solution” or when utilising wide area network deployment. In such scenarios, some delay budget needs to be available for the network interface out of the allowed E2E latency budget as specified in Table 6.3.1-1. This may also require 5GS QoS enhancements to be supported to deliver deterministic QoS on the links between the gNB and UPF, and at handover.
End of Text Proposal
