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1 Introduction

Referring to the architecture scenarios currently captured in [1]:

1. Transparent satellite based non-terrestrial access network (Sec. 5.1);

2. Regenerative satellite and split gNB (Sec. 5.3.2);

3. Regenerative satellite and on-board gNB(s) (Sec. 5.2.1);

4. Regenerative satellite with Inter-Satellite Links (ISLs), gNB processed payload (Sec. 5.2.1);
5. gNB processed payload, Relay-like architecture (Sec. 5.3.3).
We observe that only for architectures 1 and 2 the Xn interface is terminated on the ground. We will present some observations on possible DC scenarios involving NTN for these two architectures. Unless stated, the discussion below applies for all DC scenarios where the NR leg is provided by a NTN. Performance aspects of e.g. PDCP and RLC, while very relevant, are out of RAN3 scope.
2 Discussion
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Figure 1 Architectures where Xn is terminated on the ground: Arch. 1 (above) and 2 (below).
As can be seen from Figure 1 above, in Architectures 1 and 2 the Xn is terminated on the ground: at the gNB for Architecture 1, and at the gNB-CU for Architecture 2.
2.1 CP Aspects
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Figure 2 CP connectivity for EN-DC (left) and MR-DC with 5GC (right) [2].

Referring to the CP scenarios for DC in [2] (shown in Figure 2), we observe that the NTN is fully contained in the NG-RAN node providing NR coverage. This means that all NTN aspects are essentially hidden from the other node participating in DC.
Observation 1: In Architectures 1 and 2, the NTN is fully contained in the NG-RAN node providing NR coverage, hence all NTN CP aspects are essentially “hidden” from the other DC node.

This of course holds true also for Architecture 2, where the gNB is split and the DU is on the satellite, due to the established principle that other network nodes will not see any difference whether a gNB is monolithic or split between CU and DU. The same architecture option, on the other hand, requires transporting F1 over the SRI, which translates in longer latency (up to several hundreds of ms in case of a GEO satellite) than normally encountered in terrestrial networks. This will also indirectly impact the CP, since e.g. it will take longer for the initiating node (CU or DU) to receive a reply when initiating an F1AP procedure. But this can be addressed in implementation, by appropriately adjusting timers, and it is not specific to DC (indeed it has already been discussed over the course of the NTN SI).
Observation 2: For Architecture 2, F1 can experience longer latency (up to several hundreds of ms in case of a GEO satellite) than in terrestrial networks, and this will also affect CP; this can be addressed in implementation, using appropriate timers.
It seems that apart from the longer latency for F1, there are no specific CP-related issues arising from archs. 1 and 2 with respect to Dual Connectivity.
Proposal 1: Apart from longer latency for F1 for Architecture 2, Architecture options which terminate Xn on the ground do not seem to pose any specific CP-related issues with respect to DC and NTN.
2.2 UP aspects
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Figure 3 UP connectivity for EN-DC (left) and MR-DC with 5GC (right) [2].

Referring to the UP scenarios for DC in [2] (shown in Figure 3), we cannot consider the NTN aspects to be fully contained in the NG-RAN node providing NR coverage. We have to look at the end-to-end path traveled by UP packets.
2.2.1 Architecture 1

In this case, both the MN and SN are “fully” on the ground (i.e. no gNB split is visible), so the NG-RAN UP protocol is terminated on the ground. Apart from issues arising from the longer roundtrip time for UP packets once extracted from the Xn/X2 UP PDUs, the UP protocol itself is unaffected. So, for this case, the same observations as for the CP seem to apply.
Observation 3: For Architecture 1, the NG-RAN UP protocol is terminated on the ground.
Observation 4: Apart from the longer roundtrip time for UP packets once extracted from the Xn/X2 UP PDUs, for Architecture 1 the UP protocol is unaffected by the presence of the NTN.

Proposal 2: Architecture 1 does not seem to pose any specific UP-related issues with respect to DC and NTN.
2.2.2 Architecture 2
The NR UP protocol supports direct communication between NR UP protocol entities, regardless of whether they terminate the same or different UP interfaces [3]. This means that in DC the same UP protocol instance can run either hop-by-hop (DU to CU over F1, then CU to e.g. Xn-connected NG-RAN node over Xn) or end-to-end (DU to e.g. Xn-connected NG-RAN node, subsequently traversing F1 and Xn interfaces). When considered in the scope of NTN, these two cases need to be considered separately.
2.2.2.1 Hop-by-Hop UP Instance

In this case, there is one UP instance that runs over Xn, and another separate UP instance that runs over F1. For the instance that runs over Xn, all the considerations in Sec. 2.2.1, because it is fully terminated on the ground and it is unaffected by the presence of the NTN.
Proposal 3: For Architecture 2, if two separate UP instances are used on F1 and Xn, the one on Xn does not pose any specific issues with respect to DC and NTN.

The instance that runs over F1 is transported over the SRI, so it is the only one that will be affected by the much longer roundtrip time. A proper protocol implementation will have to ensure correct operation through e.g. appropriate timers.
Proposal 4: For Architecture 2, if two separate UP instances are used on F1 and Xn, the one on F1 is the only one affected by the much longer roundtrip time; this will have to be addressed through proper protocol implementation (e.g. appropriate timers for operation).

The above will also have repercussions on the gNB-CU (on the ground): that node houses the terminations of the two UP instances which operate on very different roundtrip times, so this may require more UP buffering in the gNB-CU itself to compensate for the difference.

Proposal 5: For Architecture 2, using two separate UP instances are used on F1 and Xn may require more UP buffering in the gNB-CU to compensate for the difference in roundtrip delay between the two interfaces.
2.2.2.2 End-to-End UP Instance

In this case, one UP termination is on the satellite (the gNB-DU) and the other is on the ground (the NG-RAN node at the remote end of e.g. Xn). In this case, therefore, the total roundtrip time is the sum of the effect of the two legs, and the UP protocol mechanism implementations on both endpoints will have to adjust to the longer roundtrip time. This will impact the NG-RAN node at the remote end of Xn (its implementation will have to be somewhat “NTN-aware”), but on the other hand it will not impact the NTN gNB-CU. This trade-off needs to be highlighted.
Proposal 6: For Architecture 2, if the same UP instance is used between the gNB-DU on the satellite and the NG-RAN node at the remote end of e.g. Xn, the UP protocol mechanism implementations on both endpoints will have to adjust to the longer roundtrip time; this will impact the NG-RAN node at the remote end of Xn but not the gNB-CU on the ground.
2.2.2.3 Further considerations on CP-UP Split
Although not explicitly listed among the NTN architectures options considered, we should also make some observations on the CP-UP split architecture [4]. It is shown in Figure 4 below.
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Figure 4 Overall architecture for gNB-CU-CP and gNB-CU-UP [4].

The gNB-CU-UP, if present, hosts the user plane part of the PDCP protocol of the gNB-CU for an en-gNB, and the user plane part of the PDCP protocol and the SDAP protocol of the gNB-CU for a gNB. It terminates E1 toward the gNB-CU-CP and F1-U toward the gNB-DU [4].
It is clear that the above considerations for Architecture 2 also apply in case the gNB-CU is split into its CP and UP parts. In that case, the UP impacts due to NTN and DC (if any) will be on the gNB-CU-UP.

Proposal 7: All the considerations on Architecture 2 also apply in case the gNB-CU is split into its CP and UP parts, in which case the UP impacts due to NTN and DC will be on the gNB-CU-UP.
3 Conclusions and Proposals
Our observations and proposals are summarized below.
Proposal 1: Apart from longer latency for F1 for Architecture 2, Architecture options which terminate Xn on the ground do not seem to pose any specific CP-related issues with respect to DC and NTN.

Proposal 2: Architecture 1 does not seem to pose any specific UP-related issues with respect to DC and NTN.
Proposal 3: For Architecture 2, if two separate UP instances are used on F1 and Xn, the one on Xn does not pose any specific issues with respect to DC and NTN.

Proposal 4: For Architecture 2, if two separate UP instances are used on F1 and Xn, the one on F1 is the only one affected by the much longer roundtrip time; this will have to be addressed through proper protocol implementation (e.g. appropriate timers for operation).

Proposal 5: For Architecture 2, using two separate UP instances are used on F1 and Xn may require more UP buffering in the gNB-CU to compensate for the difference in roundtrip delay between the two interfaces.
Proposal 6: For Architecture 2, if the same UP instance is used between the gNB-DU on the satellite and the NG-RAN node at the remote end of e.g. Xn, the UP protocol mechanism implementations on both endpoints will have to adjust to the longer roundtrip time; this will impact the NG-RAN node at the remote end of Xn but not the gNB-CU on the ground.
Proposal 7: All the considerations on Architecture 2 also apply in case the gNB-CU is split into its CP and UP parts, in which case the UP impacts due to NTN and DC will be on the gNB-CU-UP.

Proposal 8: Capture in the TR the TP provided.
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5.4
Multi connectivity involving NTN-based NG-RAN (FFS)

5.4.1
Overview
This clause discusses multi connectivity [5], either for transparent or regenerative NTN-based NG-RAN, and in combination or not with terrestrial-based NG-RAN (NR or EUTRA).
This may apply to transparent satellites as well as regenerative satellites with gNB or gNB-DU function on board.
A number of service scenarios as described in TS 22.261 (e.g. user in residential homes, in vehicles, in high speed trains or on board airplanes), would benefit from the combination of terrestrial and non-terrestrial access to meet the targeted service performances.

In underserved areas, the bandwidth provided by a terrestrial based access (e.g. LTE) may be limited at cell edge. Adding a NTN based NG-RAN will enable to achieve the targeted experience data rate.

Under some scenarios such as high speed trains, the service area may not be fully homogeneous along the rail track and multi connectivity involving NTN-based NG-RAN would enable to provide the targeted reliability.
Hence a UE may be connected and served simultaneously by at least:
· One NTN-based NG-RAN and one terrestrial-based access (NR or EUTRA)

· One NTN-based NG-RAN and another NTN-based NG-RAN

As for terrestrial access, connectivity combining can occur for either the uplink or the downlink or both.

In case of multi-connectivity involving transparent NTN-based NG-RAN (i.e. gNB on the ground), all CP and UP interfaces toward terrestrial NG-RAN nodes are terminated on the ground. From a network interface perspective, supporting multi-connectivity does not pose any particular issues.
In case of multi-connectivity involving regenerative NTN-based NG-RAN with CU on the ground and DU on board, all CP interfaces toward terrestrial NG-RAN nodes are terminated on the ground. With respect to CP, this scenario does not pose any particular issues apart from the fact that F1AP will need to adapt to the much longer roundtrip times of the SRI. Concerning UP, the cases of hop-by-hop vs. end-to-end UP protocol instance need to be considered separately. In the first case (hop-by-hop), the instance running over Xn is unaffected by the presence of the NTN, while the instance running over F1 (transported over the SR) will need to adapt to the much longer roundtrip times of the SRI. This, in turn, will require more buffering for the UP packets into the gNB-CU to compensate for the difference between the two interfaces. In the second case (end-to-end), also the NG-RAN node on the remote end of Xn will have to adapt to the much longer roundtrip times of the SRI, but on the other hand the gNB-CU will be unaffected. The above also applies if the gNB-CU is split in its gNB-CU-CP and gNB-CU-UP parts, in which case the UP impacts will be on the gNB-CU-UP.
In case of multi Connectivity involving regenerative NTN-based NG-RAN with on board gNB, setting up and maintaining Xn interfaces toward terrestrial gNBs over the feeder link would require all the corresponding traffic (CP and UP) to be transported over the SRI relevant to the satellite-hosted gNB. This may be a challenge.
It should be verified whether it is feasible to transport Xn over the SRI of the feeder link, taking also into consideration potential impacts of on board gNBs mobility.

The same gNB could serve NR cells via the terrestrial access network and via the satellite access network (e.g. with transparent payload on board the satellite).
Benefits of multi-connectivity in NTNs are FFS.
END OF CHANGES
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