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1
Introduction

A new Work Item on Direct data forwarding for inter-system mobility between the 5GS and EPS was approved at TSG RAN#82 in [1] with the following objective:
Enable direct data forwarding per bearer, (other solutions are not precluded if justified) during inter-system mobility between NG-RAN and E-UTRAN (where direct connectivity between source and target nodes exists), in addition to the existing solution for indirect data forwarding. 
· Define solution in stage 2, including e.g. bearer ID mapping, QoS handling, end marker handling, etc.

· Define solution in stage 3, if needed, e.g. in NGAP

Address interoperability issues, if any.

Involve SA2 if needed.

Work in RAN3 shall start from the current state of discussions.

2
Discussion

2.1
General
During the past RAN3 meetings, discussions took place on the feasibility of direct inter-system data forwarding.

The latest status of this discussion can be found in [2] and [3] and in Annex A and B of this document. It can be summarized as follows

-
Functions required for direct inter-system data forwarding would be available already from direct intra-system data forwarding.

-
Remapping of QoS flows to DRB at the NG-RAN node, i.e. assigning a different QoS flow to DRB mapping than the preconfigured one is feasible. This holds for both cases, the NG-RAN node in the source and the target role.
RAN3 had already had a look at stage 2 and stage 3 changes, so sufficient material is available to progress the work:

-
A draft stage 2 CR for TS 38.300 was available at TSG RAN#82 in [4].

-
A CR for TS 38.413 was introduced [5] to make the NGAP Data Forwarding Response DRB List IE applicable for inter- and intra-system HO.
-
A TP for TS 38.463 was introduced in [6].

-
An LS to SA2 was drafted in [7].

2.2
Deducing common sense requirements
Inter-system data forwarding was designed in Rel-15 with the main aim to minimise/avoid changes in the EPS. Consequently, a first requirement should be:

Requirement 1:
Direct data forwarding for inter-system HO shall avoid changes in the EPS.

Each direct data forwarding scheme enables the transmission of forwarded user plane packets directly in between the involved RAN nodes. A direct consequence would be to state that as far as the user plane is concerned, only two logical nodes, an eNB and an NG-RAN node are involved.

Requirement 2:
As far as UP is concerned, direct data forwarding for inter-system HO shall only involve 2 logical nodes: an eNB and an NG-RAN node.
Direct data forwarding, with no changes to EPS, requires per bearer data forwarding ([1] quoted in italics), as each data forwarding tunnel would either terminate in (in case of 5GS(EPS HO) or originate from (in case of 5GS(EPS HO) in an eNB as a per E-RAB data forwarding tunnel. The consequence of that is that user plane packets, including end marker packets, that either originate or terminate at the eNB, have to follow the UP protocol principles of the EPS – i.e. the scheme has to work w/o SDAP headers.
Requirement 3:
Direct data forwarding for inter-system HO shall foresee that the data forwarding tunnels are established on a per E-RAB basis and the UP packets exchanged via the data forwarding tunnels follow EPS UP protocol principles.
Proposal 1:
Agree on the following requirements:
Data forwarding for inter-system handover shall

1:
avoid changes in the EPS.
2:
shall only involve 2 logical nodes: an eNB and an NG-RAN node, as far as UP is concerned.

3:
shall foresee that the data forwarding tunnels are established on a per E-RAB basis and the UP packets exchanged via the data forwarding tunnels follow EPS UP protocol principles.

2.3
Proposals on how to proceed
As per WID [1], work in RAN3 shall start from the current state of discussions. The latest status on the proposed solution, especially feasibility  can be found in [2] and [3] and can be summarized as follows

-
Functions required for direct inter-system data forwarding would be available already from direct intra-system data forwarding.

-
Remapping of QoS flows to DRB at the NG-RAN node, i.e. assigning a different QoS flow to DRB mapping than the preconfigured one is feasible. This holds for both cases, the NG-RAN node in the source and the target role.

As stated in section 2.1, feasibility has been discussed and, as far as we understand it, no technical showstoppers have been identified. The existing solution is captured in re-submitted CRs in [8] and [9].

Proposal 2:
Agree on the feasibility of the solution presented in the re-submitted CRs [8] and [9].

As per WID [1], other solutions are not precluded if justified), therefore alternative proposals to looked at and it has to be clarified, whether they are justified. The minimum justification would be to follow the requirements in section 2.2 (as far as they are agreeable). Other aspects of solutions’  “justification” will most likely require some lively (lovely) discussions a la RAN3.

The same holds for interoperability issues, if identified.

Proposal 3:
Further discuss justification alternative solutions and interoperability issues, if documents are submitted on those aspects.
The last item in the WID [1] is the request to involve SA2, if needed. We have already identified, that direct data forwarding would require involvement of SA2. In [10] we have re-submitted a draft LS, which could be sent right away, if we agree on the solution. Given the time-plan for the WID, we should have the LS ready latest by end of the April meeting.

Proposal 4:
SA2 should be contacted latest by the end of the April meeting.

3
Conclusion
We have provided a brief summary of the contentious discussions at RAN3#102 on inter-system data forwarding.

We have observed the following:

Proposal 1:
Agree on the following requirements:

Data forwarding for inter-system handover shall

1:
avoid changes in the EPS.

2:
shall only involve 2 logical nodes: an eNB and an NG-RAN node, as far as UP is concerned.

3:
shall foresee that the data forwarding tunnels are established on a per E-RAB basis and the UP packets exchanged via the data forwarding tunnels follow EPS UP protocol principles.

Proposal 2:
Agree on the feasibility of the solution presented in the re-submitted CRs [8] and [9].

Proposal 3:
Further discuss justification alternative solutions and interoperability issues, if documents are submitted on those aspects.

Proposal 4:
SA2 should be contacted latest by the end of the April meeting.
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Discussion paper from RAN3#102 (R3-186804)

1
Introduction

For inter-system HO data forwarding - option 3, the topics for which mutual understanding was missing, were the following:

1.
How to support remapping of QoS flows to DRBs/E-RABs in both direction, 4G ( 5G and 5G ( 4G?

2.
Are the functions already specified for intra-system mobility (HO and DC) re-usable for inter-system HO?

We have partially provided evidence that remapping is possible for option 3 and have also provided evidence that intra-system HO already provides all the network functions necessary for option 3.

This document will go into more detail to unquestionably proof that option 3 is possible and provides the same feature set than options 1 and 2, but with less system complexity and should be therefore chosen. 

2
Discussion

2.1
Intra-5GS data forwarding functions, relevant for inter-system HO

2.1.1
Remapping of QoS flow(DRB assignment at target NG-RAN node - DL

QoS flow remapping scenario:

A QoS flow assignment foresees

-
at a source node flows 1&2 to be mapped to DRB1, and flow  being mapped to DRB2

this is changed at HO to result

-
at a target node with flow 2 offloaded from DRB1 to DRB2

This can be easily translated into inter-system scenarios, where source or target resource is an E-RAB, to which QoS flows are mapped in a pre-configured way.
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Figure 2.1.1-1: Basic remapping scenario, assumed for all cases investigated

QoS flow remapping scenario:
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Figure 2.1.1-2: DL QoS flow remapping at target node

RAN2 deduced in the last meeting(s) that remapping is possible w/o big protocol effort on RRC/Uu-UP, mainly UE and network behaviour are effected. Effectly, a NOTE was introduced in TS 38.300:

NOTE:
Lossless delivery [RLC-AM] / To minimise losses [RLC-UM] when a QoS flow is mapped to a different DRB at handover, requires the old DRB to be configured in the target cell. For in-order delivery in the DL, the target gNB should first transmit the forwarded PDCP SDUs on the old DRB before transmitting new data from 5GCN on the new DRB. In the UL, the target gNB should not deliver data of the QoS flow from the new DRB to 5GCN before receiving the end marker on the old DRB from the UE.

The behaviour described in the NOTE is depicted in Figure 2.1.1-2:

As data forwarding takes place along the old mapping rules, the old DRB mapping has to be configured at the target node. When the target node’s UP entities receive end marker packets, the target node switches to DL packets from the new NG-U tunnel(s), applying the new mapping rule.

DL behaviour of the network does not affect the specified UE behaviour for changing mapping rules, as the UE will receive QoS flow mapping configuration for UL only, while in DL it “follows” what has been decided by the network. Therefore, the fact that DL user packets from the target NG-U are sent to the UE along the new (target) mapping rule does not need any special indication to the UE.

Note, that DL PDCP SDUs are forwarded on the data forwarding tunnel and “fed” into the DRB resources established at the target node. According to 38.300 section 2.1, the SDAP header is treated as follows: In the downlink, the QFI is signalled by NG-RAN over Uu for the purpose of RQoS and if neither NG-RAN, nor the NAS (as indicated by the RQA) intend to use reflective mapping for the QoS flow(s) carried in a DRB, no QFI is signalled for that DRB over Uu. So, without RQoS, no SDAP header is present.

On E1, data forwarding tunnels are established by means of the CU-CP initiated Bearer Context Modification procedure, indicating in a respective PDU Session Resource To Modify Item / DRB To Modify Item in the DRB Data forwarding information Request IE, which is a “general purpose” data forwarding related IE, suitable to provide in the DL Data Forwarding IE a forwarding address received from a target node.

9.3.2.5
Data Forwarding Information Request

This IE offers the possibility for the gNB-CU-CP to request data forwarding addresses to the gNB-CU-UP. It also offers the possibility for the gNB-CU-CP to provide data forwarding addresses or a list of QoS flows subject to PDU session forwarding, e.g., to the target gNB-CU-UP for handover.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Data Forwarding Request
	O
	
	ENUMERATED (UL, DL, both, …)
	

	UL Data Forwarding 
	O
	
	UP Transport Layer Information 

9.3.2.1
	

	DL Data Forwarding 
	O
	
	UP Transport Layer Information 

9.3.2.1
	

	QoS Flow List subject to PDU session DL forwarding
	O
	
	QoS Flow List

9.3.1.12
	This IE shall be included only if the Data Forwarding Information Request is used for a PDU Session.


2.1.2
Remapping of QoS flow(DRB assignment at target NG-RAN node - UL

In UL, as stated in the NOTE quoted in section 2.1.1, the UE would send an SDAP End-Marker Control PDU, as specified in 37.324, the End-Marker control PDU is used by the SDAP entity at UE to indicate that it stops the mapping of the SDAP SDU of the QoS flow indicated by the QFI to the DRB on which the End-Marker PDU is transmitted.
So, by the SDAP End-Marker Control PDU, the network is triggered when to switch to providing new data from the UE for a QoS flow.

2.1.3
Further detail on remapping of DL QoS flow(DRB assignment at target node
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Figure 2.1.3-1: Detailed view on QoS flow remapping

Figure 2.1.1-3 shows details of the assumed re-mapping example and hints to a function within the DL UP entity at the target node:

Assume, that data forwarding of QoS flows 1&2 via the data forwarding tunnel for DRB1 is ongoing while data for QoS flow 2 already waits via the target side NG-U tunnel.

In order delivery would be only possible, if the DRB1 handling entity notifies the DRB2 handling entity that QoS flow 2 data forwarding has ended. Such function is obviously assumed for the re-mapping to work properly at intra-system data forwarding.

2.1.4
Remapping of DL QoS flow(DRB assignment during inter-CG mobility while keeping the SDAP/PDCP entity
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Figure 2.1.4-1: Inter-CG mobility with QoS(DRB remapping, keeping the SDAP/PDCP entity.

Figure 2.1.4-1 shows a scenario, where the hosting node, while changing the CellGroup(s) providing radio resources to the UE, re-maps the QoS(DRB assignment at the target configuration. Data forwarding is not necessary, however, the SDAP configuration needs to be changed when the DL data stream is switched from the source CG configuration to the target CG configuration.

On E1, data forwarding tunnels are established by means of the CU-CP initiated Bearer Context Modification procedure, indicating in a respective PDU Session Resource To Modify Item / DRB To Modify Item the following information:

9.2.2.4
BEARER CONTEXT MODIFICATION REQUEST

This message is sent by the gNB-CU-CP to request the gNB-CU-UP to setup a bearer context. 

Direction: gNB-CU-CP ( gNB-CU-UP

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	... 
	
	
	
	

	>>>>>DRB To Modify Item 
	
	1..<maxnoofDRBs>
	
	

	>>>>>>DRB ID 
	M
	
	9.3.1.16
	

	...
	
	
	
	

	>>>>>>DL UP Parameters
	O
	
	9.3.1.13
	Note: DL info from target DU

	>>>>>>Cell Group To Add
	O
	
	9.3.1.11
	

	>>>>>>Cell Group To Modify 
	O
	
	9.3.1.11
	

	>>>>>>Cell Group To Remove 
	O
	
	9.3.1.11
	

	>>>>>>Flow Mapping Information 
	O
	
	QoS Flow QoS Parameters List

9.3.1.25
	Overrides previous mapping information. 
Note: This IE contains the QoS flows assigned to the DRB at modifciaton

	...
	
	
	
	


A new DL UP address received from the target DU, and the new QoS mapping information, which becomes active at execution of the bearer modification request.

2.2
Remapping of QoS(DRB/E-RAB for 4G ( 5G HO
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Figure 2.2-1: remapping in case of 4G ( 5G inter-system HO

Note:
The re-mapping example shown in Figure 2.1.1-1 applies, with the difference that the source side resource configuration represents E-RABs instead of DRBs, to which QoS flows are associated by configuration.

As one can see, the required functions necessary to support this scenario with end-to-end E-RAB/DRB data forwarding tunnels are exactly the same as for intra-system HO:

-
The target NG-RAN node receives PDCP SDUs (w/o PDCP SNs)

-
The target NG-RAN would in DL provide forwarded data to the UE along the old (pre-configured) QoS flow to E-RAB mapping and would after end-markers have arrived, switch to the new mapping rule.

-
The UE would “just” receive DL data and forward it to the upper layers

-
In UL, the UE would immediately switch to the new configuration, in-sequence and duplication avoidance is not supported for inter-system HO

Observation 1:
Option 3 for 4G ( 5G inter-system HO requires exactly the same functions at the target NG-RAN node as already defined for intra-system HO. Option 3 does not violate any stack model principles (as those would be violated also at intra-system HO). Option 3 supports re-mapping at the target NG-RAN node.

2.3
Remapping of QoS(DRB/E-RAB for 5G ( 4G HO
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Figure 2.3-1: remapping in case of 5G ( 4G inter-system HO

Note:
The re-mapping example shown in Figure 2.1.1-1 applies, with the difference that the source side resource configuration represents E-RABs instead of DRBs, to which QoS flows are associated by configuration.

As one can see, the required functions necessary to support this scenario with end-to-end E-RAB/DRB data forwarding tunnels are exactly the same as for intra-system HO:

-
The source NG-RAN node sends PDCP SDUs (w/o PDCP SNs).

-
The source NG-RAN, if re-mapping is required, would in DL provide forwarded data to the UE along the new (pre-configured for the target 4G side) QoS flow to E-RAB. Such mapping reconfiguration plus the indication of DL data forwarding tunnel information is supported by the latest version of TS 38.463 as shown in chapters 2.1.1 and 2.1.4. However, it would be beneficial to clarify this case in a procedure text of E1AP, as shown in R3-186807.

-
DL PDCP SDUs, containing user data according to the preconfigured QoS flow to E-RAB mapping rule would reach the target eNB which will finally send it to the UE via E-UTRA resources.

-
In UL, the UE would immediately switch to the new configuration, in-sequence and duplication avoidance is not supported for inter-system HO

Observation 2:
Option 3 for 5G ( 4G inter-system HO requires similar functions at the source NG-RAN node as already defined for intra-system HO and inter-CG mobility. Option 3 does not violate any stack model principles (as those would be violated also at intra-system HO). Option 3 supports re-mapping at the target NG-RAN node.

Observation 3:
Option 3 for 5G ( 4G inter-system HO requires additional procedure text in E1AP.

3
Comparing Option 1&2 against Option 3

With all those details in mind, we make a final comparison of the Options discussed in the last meetings:

4G to 5G HO:

	
	solution 1&2
	solution 3

	
	UPF
	(target) NG-RAN node
	UPF
	(target) NG-RAN node

	QoS flow to DRB allocation
	
	may decide any mapping
	
	may decide any mapping

	forwarding tunnel establishment
	UPF has to multiplex incoming E-RAB forwarding tunnels
	has to control multiplexing of E-RAB level forwarding tunnels into an PDU Session level forwarding tunnel
	relaying
	allocating forwarding tunnel endpoints

	direct data forwading possible
	no
	yes

	handling of incoming forwarded packets
	addition of NG-U header (plus packet inspection for solution 1)
	treatment as if forwarded packets would be received on an PDU Session forwarding tunnel
	relaying
	same as for intra-system HO

	handling of end-marker packets
	adding NG-U header on a per QoS flow basis (solution 1) or on a per E-RAB tunnel basis (solution 2)
	unblock fresh data based on (new) NG-U header
	relaying
	same as for intra-system HO


5G to 4G HO:

	
	solution 1&2
	solution 3

	
	UPF
	(source) NG-RAN node
	UPF
	(source) NG-RAN node

	QoS flow to DRB allocation
	
	may decide any mapping
	
	may decide any mapping

	forwarding tunnel establishment
	UPF has to de-multiplex incoming E-RAB forwarding tunnels
	has to control de-multiplexing of E-RAB forwarding tunnels from an PDU Session level forwarding tunnel
	relaying
	allocating forwarding tunnel endpoints

	direct data forwading possible
	no
	yes

	handling of incoming forwarded packets
	removal of NG-U header
	treatment as if forwarded packets would be sent on an PDU session level forwarding tunnel
	relaying
	same as for intra-system HO

	handling of end-marker packets
	removal of NG-U header
	replication of end-markers with NG-U header per QoS flow (solution 1) or for one QoS flow per E-RAB (solution 2)
	relaying
	same as for intra-system HO


One can clearly see that Solutions 1&2 would have to introduce several new functions, plus the burden of designing/operating a distributed system. Such would not justify an approach to “shield” the NG-RAN node from “direct contact” with forwarded E-RAB user data and emulating a PDU session level forwarding tunnel. Even that attempt would require the additional function of adding an NG-U header to end marker packets.

Observation 4:
Overall, one can observe, that in Solution 2 the cost of “shielding” the NG-RAN node from “direct contact” with forwarded E-RAB user data comes with quite a high cost, while in Solution 3 all necessary functions are available from intra-system HO and can be re-used.

Annex B

Discussion paper from RAN#82 (RP-182685)

1
Introduction

Inter-system mobility between 5GS and EPS is one of the key requirements of the 5G System. Data forwarding at handover helps to minimise jitter, data loss and out of order delivery. At intra-system HO, those requirements can be in principle fulfilled - at inter-system HO, only minimisation of those effects is possible, but respective implementation may achieve similar results.

During the past RAN3 meetings, we are talking about a period of over a year, different schemes have been developed, where finally 2 options have been identified.

At RAN3 meeting #102 a working agreement has been established on one of the options. We are of the opinion, that the chosen solution is inferior from a functional and system complexity point of view and wish to provide background information to TSG RAN and to propose a viable way forward.

2
Discussion

2.1
Overall system architecture of 5GS-EPS interworking
The difference between the options discussed in the past can be depicted by means of the system architecture for inter-system interworking via N26, specified in TS 23.501 [1]:
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Figure 1: System architecture, N26 based inter-system interworking 
(based on Figure 4.3.1-1 in TS 23.501 [1]).

The two options can be briefly summarized as follows

Option 2:


-
requires the 5GC (the UPF) to interact on UP level, user data packets and end marker packets need to be manipulated at the UPF for which control signalling needs to be passed from NG-RAN via AMF/SMF down to the UPF. 
The manipulation at the UPF foresees to either remove QFI/RQI headers from user data packets (5G to 4G HO) or adding QFI headers to user data packets and end-marker-packets.

-
does not allow direct data forwarding. 

Option 3:


-
does not require any manipulation of user data packets and end marker packets by the 5GC.

-
if indirect data forwarding is applied, the CN only relays forwarded user data packets. 

-
for indirect data forwarding, option 3 provides the same functions and flexibility, but option 3 makes use of the functions specified at the NG-RAN side for intra-system HO and does not unnecessarily (mis)place them at the 5GC. 

-
allows direct data forwarding, in case direct IP connectivity is available.

It can be assumed that E-UTRAN nodes and NG-RAN nodes are either co-located (e.g. eNBs and ng-eNBs may be assumed to reside in the very same physical entities) or deployed very close to each other, so that considering the possibility of direct data forwarding is not far fetched.

Observation 1:
The option chosen by RAN3 at the Working Agreement is not suited for direct data forwarding as it requires user packet manipulation in the UPF. Considering direct data forwarding is important given most likely deployment options.
2.2
More details on the forwarding tunnels
Looking into details of data forwarding, we have depicted an example, where on E-UTRAN side the source/target radio resource configuration consists of 3 E-RABs. Inter-system HO works by pre-configuring QoS flow to E-RAB mapping at the UE and the 5GC, i.e. this mapping information is available at the NG-RAN, irrespective of its role as source or target RAN.

Figure 2 depicts the data forwarding tunnels at EPS to 5GS HO.

Note:
The E-RABs/DRBs shown in Figure 2 are associated with a single PDU Session. In case of multiple PDU Sessions, most likely more than one UPF is involved.
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Figure 2: Option 2 and 3 - data forwarding tunnels between source eNB and target NG-RAN node

One can immediately see the potential of option 3, which does not require any interaction at the CN, while option 3 would first have to merge data forwarding streams from different E-RABs mapped to the same PDU Session into one PDU Session level forwarding tunnel between the UPF and the NG-RAN node. For this to work, each forwarded packet needs to be tagged with a QoS flow Identifier (QFI) in order to “emulate” E-RAB data forwarding tunnels within the PDU Session forwarding tunnel - an unnecessary step as forwarded data would anyhow need to be split into several streams upon arrival at the NG-RAN node. The UPF does not perform packet inspection but tags the packets with one QFI of the QoS flows mapped to an E-RAB (Figure 2 tries to depict the fact that more than one QoS flow may be mapped to an E-RAB). Those forwarded packets are then processed by the SDAP entity in the NG-RAN node, that sends the forwarded packets to the UE via the established DRBs.

Option 3 however, does not require any manipulation of user data packets and end marker packets in the 5GC, and is therefore also suited for direct data forwarding.

The functions required for Option 3 in the UPF (and configured by C-Plane signalling from NG-RAN/SMF) resemble the functions defined for SDAP, an NG-RAN protocol entity. In fact, for HO to EPS, the UPF arbitrates the forwarded user packets by means of inspecting the QFI in the NG-U header and remove the NG-U header, i.e. performs exactly functions specified for SDAP. 

Observation 2:
The option chosen by RAN3 at the Working Agreement foresees functions in the 5GC that would not be necessary if an end-to-end forwarding tunnel would have been established, ergo a solution was designed for a problem that does not exist.
Deploying a feature that involves more system entities than necessary increases the obstacles to overcome by the operator at feature introduction. It should be common sense to minimise impacted entities when selecting a solution, especially in multi-vendor deployments. Such obstacles will naturally prolong at any potential future enhancement of the feature.

Observation 3:
In general, any feature introduced should aim at impacting as least system entities as possible to reduce obstacles to overcome at feature introduction and potential future enhancements.
2.3
Even more details
It was only at RAN3#102 when it was possible among the involved parties to look into details of both approaches, see e.g. [6], [7], [8]. Unfortunately, it was not possible to select the solution that has less impact on the overall system. So, a working agreement was established which follows the majority.

One topic discussed was the possibility of re-mapping of QoS flows to E-RABs/DRBs at the target system, a possibility that was discovered a couple of months ago for intra-system mobility. This possibility can also be applied by each option, in both directions. For both options, in case of HO to 5GS, the NG-RAN node would first forward DL packets to the UE along the old mapping, in case of HO to EPS, option 2 would arbitrate user data into E-RAB forwarding tunnels along the EPS mapping, whereas in option 3, it would be the NG-RAN node that arbitrates packets into E-RAB forwarding tunnels.

Observation 4:
Both options allow re-mapping of QoS flows to E-RABs/DRBs at the target system with the very same flexibility. The option chosen by RAN3 at the Working Agreement however unfortunately involves more system entities than necessary.
Another topic was the possibility of applying reflective QoS at inter-system data forwarding: in case of HO to EPS, forwarded data would not carry any reflective QoS indication, in case of HO to 5GS, the receiving system would not be able to understand such indication, therefore, if present it will be either removed or not configured for forwarded user data. In case of HO from EPS, one can assume for sure, that not RQI (reflective QoS indication) is set.

Observation 5:
Both options are not affected by reflective QoS handling at HO from EPS and perform in the same way at HO to EPS.
Another topic was on performance in terms of delay of fresh data and in-order-delivery during handover to 5GS. In both options, the target NG-RAN node would aim to first deliver forwarded user data to the UE, and then fresh data stemming from the NG-U PDU Session tunnel, to minimise out-of-order delivery.

Observation 6:
Both options deliver the same performance in terms of delay and in-order-delivery, however the option chosen by RAN3 at the Working Agreement involves more system entities than necessary.
Overall, looking at all those details, no functional- and performance-wise difference was identified during RAN3 discussions.

2.4
On a way forward
We would like to emphasise, that the we do not challenge to implement in Rel-15 the method for indirect data forwarding for inter-system HO. Although the technical reasons are not at all evident, we respect the majority view. What we challenge is that the method of the Working Agreement is the only one specified in Rel-15. We are of the opinion, that the merits of direct data forwarding are so evident, that Rel-15 specification shall contain this option. So, the RAN3 working agreement can be kept, in case Rel-15 foresees to introduce direct data forwarding along option 3.

We have provided respective Change Requests for stage 2 (TS 38.300 [2]) and stage 3 (TS 38.413 [3]), we believe that at least SA2 would need to introduce direct data forwarding into specifications under their responsibility, but this can be done in the next quarter. For information, we have also provided those changes to TSG RAN#82. If this can be agreed, TSG RAN should liaise to TSG SA and inform TSG CT.
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