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Introduction
In [1] SA2 has sent an LS to RAN3 where two solutions are presented for the issue of monitoring SLA fulfilment at the NG-RAN. The actions and questions to RAN3 are the following:
Question 1: Does RAN3 think that the Guaranteed Slice Radio Resource/Maximum Slice Radio Resource is useful information for per slice radio sharing?
Question 2: Does RAN3 think that an indication of SLA fulfilment per slice is useful information at the RAN?.
Question 3: SA2 asks RAN3 to provide feedback on the solutions described above.
This paper analyses the issues presented by SA2 and provides answers to the questions above.
[bookmark: _Ref178064866]Discussion
The LS from SA2 is related to discussions in part already occurred in RAN3 and regarding how to handle network slicing at the NG-RAN. 
The LS presents a problem by which the RAN becomes the bottleneck for fulfilment of a certain SLA and as a consequence the RAN is informed that such SLA for a given slice is not fulfilled. It is not clear with which granularity the correct parts of the RAN are identified.
In the LS two solutions are presented:
· Solution 32: According to this solution the configuration of SLA policies at the RAN is performed by the OAM. Additionally to this, the NSSF, via the AMF, informs the RAN of a lack-of-fulfilment or over-fulfilment of the SLA for a given slice. The solution assumes that a “problematic area” is reported in the indication to the RAN, however no details are provided about the granularity of such area. With such information it is understood that the RAN can modify its scheduling to better serve UEs causing non-fulfilment of the SLA and re-gain the desired SLA fulfilment levels

· Solution 33: According to this solution the configuration of SLA policies is still performed by the OAM. The OAM, by retrieving information from different parts of the system, monitors SLA fulfilment and if it identifies that the RAN is the bottleneck for a down/over fulfilment, it takes actions such as those of Solution 32 or such as changing the SLA policy at the RAN.

In order to understand how these solutions match the current RAN specifications for network slicing we go through the status quo of network slicing support at the NG-RAN.
Status Quo of Network Slicing Handling in NG-RAN
TS 38.300 describes in detail how the RAN achieves resource management for network slicing. 
The main two principles captured in this specification are the following:
1) The RAN is configured with an SLA policy per slice. Such policy is defined by SA5 in TS28.541 and it specifies minimum and maximum resource ratio, and the minimum and maximum floating resource ratio for a given slice. 

2) Once these policies are in place the RAN is free to select the best RRM scheme that allows fulfilment of the slice policy. Namely, how the RAN performs RRM is implementation specific.
These principles are well stated in the quotes below from TS 38.300: 
Resource management between slices
-	NG-RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG-RAN node to support multiple slices. The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.	
[…]
Resource isolation between slices
-	the NG-RAN supports resource isolation between slices. NG-RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG-RAN resources to a certain slice. How NG-RAN supports resource isolation is implementation dependent.
[…]
[bookmark: _Toc526531007]16.3.3	Resource Isolation and Management
Resource isolation enables specialized customization and avoids one slice affecting another slice.
Hardware/software resource isolation is up to implementation. Each slice may be assigned with either shared or dedicated radio resource up to RRM implementation and SLA.
To enable differentiated handling of traffic for network slices with different SLA:
-	NG-RAN is configured with a set of different configurations for different network slices by OAM;
-	To select the appropriate configuration for the traffic for each network slice, NG-RAN receives relevant information indicating which of the configurations applies for this specific network slice.

From the above it can be deduced that the current design followed at RAN level for network slicing allows the OAM to configure the RAN with policies based on SLAs and gives the RAN freedom to apply the best possible RRM mechanism that fulfils the set policies.

Conclusion 1: The current specifications state that the RAN is OAM configured with SLA policies (see TS28.541, section 4.3.36.1) and that it is up to RAN implementation to derive the RRM policy to best fit the OAM configured policies.
With the above in mind a second important conclusion can be derived, which is relevant to the questions asked by SA2. Namely that if it is possible to identify that a specific RAN node(s) is becoming the bottleneck for the fulfilment of a slice SLA, the current specifications imply that the OAM would modify the SLA policy configured for that particular node. That, as a consequence, would affect the level of resources per slice, while still leaving the RAN implementation free to handle RRM for its served UEs in the best possible way.

Conclusion 2: The current specifications imply that if a RAN node or set of nodes is identified as the bottleneck for fulfilment of a slice SLA, the OAM would configure new SLA policies to that RAN node and leave to the RAN implementation how to best handle RRM for the served UEs 
Analysis of LS Questions
On the bases of the status quo detailed above, this section provides answers to the questions from the SA2’s LS. 

Question 1: Does RAN3 think that the Guaranteed Slice Radio Resource/Maximum Slice Radio Resource is useful information for per slice radio sharing?
In the LS from SA2 it is mentioned that the Guaranteed Slice Radio Resource/Maximum Slice Radio Resource is “similar to the Guaranteed Flow Bit Rate (GFBR) and Maximum Flow Bit Rate (MFBR) per QoS flow”. From the latter analogy it appears that the proposed parameters provide to the RAN a configuration of how to handle slice resource isolation. 
However, as described in the previous section, current specifications make it very clear that “Each slice may be assigned with either shared or dedicated radio resource up to RRM implementation and SLA” and “How NG-RAN supports resource isolation is implementation dependent.”. Namely, the RAN should not be given a mandate to freeze certain resources or to keep other resources for a shared use, but it should be configured with a policy derived from the slice SLA. Such policy is already defined in TS 28.541. the specified policy in TS28.541 provides very detailed information about minimum and maximum ratio of resources that can be used for UEs accessing a slice as well as minimum and maximum floating resource limits so that some boundaries are placed on how resources are dynamically allocated to UEs accessing a given slice. The NG-RAN, configured via the policies in 28.541 is still free to apply its own RRM policies and to ensure resource isolation by means of implementation. It therefore appears that the system design is complete in terms of RAN configuration of SLA policies and that the proposed additions are not necessary. 
Therefore the answer to this question in our opinion is:
Answer1: TS38.300 clearly states that the RAN is configured with a set of different policies for different network slices by OAM and that each slice may be assigned with either shared or dedicated radio resources up to RRM implementation and SLA. TS 38.300 also states that how NG-RAN supports resource isolation is implementation dependent.
Moreover TS28.541 already defines RRM policies per slice, detailing minimum and maximum ratio of resources as well as minimum and maximum floating resources that can be used for UEs accessing a slice.
On the basis of this it is concluded that the system design is complete in terms of RAN configuration of SLA policies and that the proposed additions are not necessary.

Question 2: Does RAN3 think that an indication of SLA fulfilment per slice is useful information at the RAN?.
As explained above, the principles according to which the RAN specifications have been written is that the RAN is configured with a policy per slice, such policy deriving from an SLA. It should be this policy to be changed if the behaviour of the RAN at RRM level wants to be affected. 
The indication of SLA fulfilment per slice on the other hand attempts to influence the RAN RRM, which seems to contradict the specifications, clearly stating that “The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice”.
It also needs to be observed that any action aimed at modifying the RRM of a RAN node needs to be based on very accurate information on the bottleneck RAN node (i.e. the gNB-DU where RRM needs to be modified) and of the timing of the RRM issue. Namely, if an indication of SLA fulfilment per slice aims at triggering the RAN to schedule with higher priority some UEs instead of others, this indication has to be sent to the exact gNB-DU such prioritization determines SLA fulfilment and this indication needs to be sent at the time when these UEs are asking for resources. If the granularity of this indication (i.e. per gNB-DU) and timing (i.e. at the time when or before the UEs demand resources) is not correct, the node receiving the indication would be forced to adopt a sub-optimal RRM policy, which in turn will lower resource efficiency. 
Therefore, the answer to this question in our opinion is:
Answer2: TS38.300 clearly states that the NG-RAN is configured with different policies per network slice via the OAM and that the NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice. The indication of SLA fulfilment per slice attempts to influence the RAN RRM, which seems to contradict the specifications. Moreover, in case such indication does not have the right granularity and timing, it exposes to the risk of forcing RAN nodes to unnecessarily adopt sub-optimal RRM policies. Instead of such indication the RAN should be re-configured with new per slice policies by OAM, which in turn would influence the RAN RRM. For this RAN3 does not see the need of an indication of SLA fulfilment per slice.

Question 3: SA2 asks RAN3 to provide feedback on the solutions described above.
Solution 32 is characterised by the use of the Guaranteed Slice Radio Resource/Maximum Slice Radio Resource and indication of SLA fulfilment per slice, which has been explained is not necessary and that seems to subtract flexibility at the RAN on how to ensure resource isolation. 
On the other hand, Solution 33 seems to be in line with RAN specifications because it relies on the OAM to configure the RAN with per slice policies and to re-configure the RAN with modified policies in case it is identified that the RAN is the bottleneck for the global fulfilment of the SLA.
As a general remark it should be noted that any action that is intended to modify the RAN RRM behaviour should be taken with a very high granularity level, i.e. per gNB-DU or even per cell. Namely, if the overall slice SLA is not fulfilled due to a local hotspot of UEs that are poorly served within a cell, any action that tries to resolve this problem should be sent only to the node serving that cell, i.e. a gNB-DU. 
If an indication to modify the RAN RRM is sent to nodes where the issue is not present, those RAN nodes will unnecessarily be subject to sub-optimal RRM, which would unnecessarily degrade services (and possibly cause lack of SLA fulfilment). It is our understanding that any indication triggered from the NSSF can have at best a per TA granularity, see Solution 32 description mentioning that NSSF “Determines the per slice SLA fulfilment information (per TA) based on the Slice QoE from NWDAF;”.  The description of Solution 32 also mentioned that the RAN is provided with an indication of the “Problematic Area”. However, it is not clear what granularity such problematic area can have. 
It should be however noted that if the SLA fulfilment indication is meant to have an immediate effect on the RAN’s RRM (e.g. scheduling), the node generating such indication should have very up-to-date information about where and when the bottleneck occurred at the RAN. 
Under the assumption that an indication can be given on a per TA basis and that the information gathered by NDDF is not updated in real time, the solution is subject to the risk of affecting RAN nodes within the TA which are not the cause of the lack of SLA fulfilment or for which the bottleneck event has already been resolved. 
It should also be noted that any action that triggers prioritisation of UE handling for a certain slice will induce down-prioritisation of UEs in other slices. Such actions should be therefore taken by a node that understands the status of fulfilment in all slices, so to avoid that prioritisation of UEs handling in one slice causes a lack of SLA fulfilment in another slice. To our understanding the OAM is able to have such level of visibility.
Therefore the answer to this question in our opinion is:
Answer 3: The existing RAN specifications are based on configuration of per slice policies at the RAN via the OAM and possibly a reconfiguration via OAM of such policies to influence the way the RAN can treat UEs per slice. In light of this, Solution 33 is more in line with the current RAN specifications. 
[bookmark: _GoBack]As a general remark, any indication to the RAN aimed at influencing the RAN RRM should be targeted only to the node where a possible bottleneck is identified and at the exact time when the change in RRM is needed, e.g. such indications should be sent on a per gNB-DU bases and right before the problematic UEs are allocated resources. Failure to do so would unnecessarily impact the well functioning of RRM in nodes which are not the cause of lack of SLA  fulfilment or for which the bottleneck event has already disappeared. Therefore, indications sent on a per TA basis and not based on real-time RAN resource information seem sub-optimal.
Also, any such indication should be sent on the basis of a clear understanding of the level of SLA fulfilment in all the slices served by the RAN node causing the bottleneck. This is to avoid that corrective actions to bring a slice SLA to fulfilment would cause lack of SLA fulfilment for other slices.
Conclusion
[bookmark: _In-sequence_SDU_delivery]In this paper the LS from SA2 in [1] was analysed and answers to the questions asked in the LS were provided. 
The paper explains the current status quo of network slicing support in RAN and it explains that the RAN specifications are based on configuration and management of SLA policies per slice by OAM, while allowing the RAN to apply the best RRM scheme possible to best serve UEs in different slices, as a matter of implementation.
An LS based on the contents of this contribution is presented in R3-190679.

It is proposed to agree to the LS. 
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