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1
Introduction
This paper discusses and proposes a solution for handling paging failure in case of gNB-CU-CP and gNB-CU-UP deployment architecture. Likewise, a CR for the proposed solution is provided in [1]. 
2
Discussion
At prior RAN3#103 and #101bis meetings, contributions highlighting possible issues on paging failure scenario have been submitted, although not yet treated. Upon user data arrival and paging failure, NG-RAN has two options (defined in TS 23.501), release the UE and send to idle state, or keep the N2 connection and the UE in inactive state. For the former option, no impact is identified. However, for the second option, in which CU-CP decides to keep the connection active rather than release it, there is an issue in regard to how to identify the paging failure at CU-UP. A simplification of this scenario is depicted in [3].

<< Excerpt from [3] >>

… it is needed to describe the gNB-CU-UP and gNB-CU-CP behaviour in case of UP data arrival for a UE in RRC_INACTIVE. The following steps are simplified:

1. gNB-CU-UP receives a DL UP packet for a UE in RRC_INACTIVE

2. gNB-CU-UP sends a DL DATA NOTIFICATION message to the gNB-CU-CP

3. gNB-CU-CP pages the UE by sending a XnAP RAN PAGING message to neighbour gNB(s) in the RNA
4. However, for whatever reason, UE is not responding, and the paging fails
<< End of excerpt from [3] >>

Several solutions in which CU-CP determines whether to keep the connection or trigger a release are described in [2]

 REF _Ref520239 \n \h 
[3]

 REF _Ref520242 \n \h 
[4], which can be summarized as follows:
CU-CP indicates the paging failure to CU-UP
· CU-CP indicates the RAN paging failure to CU-UP via an explicit new IE within in BEARER CONTEXT MODIFICATION REQUEST message

· CU-CP indicates the RAN paging failure to CU-UP via reuse of Bearer Context Status Change IE with value “Suspend” within in BEARER CONTEXT MODIFICATION REQUEST message. The intention is that the CU-UP will assume when a suspend indication is received for a UE that was already suspended that, a paging failure has occurred, and the DL UP data is to be discarded.

CU-UP detects the paging failure

· Definition of a pre-defined timer controlled by CU-CP. In this solution, CU-CP indicates the timer to be used at CU-UP via BEARER CONTEXT MODIFICATION REQUEST message when a state transition to inactive state occurs. CU-UP starts the pre-configured timer after sending a DL Data Notification message to CU-CP. The timer expires if a BEARER CONTEXT MODIFICATION REQUEST indicating resumption is not received from CU-CP in the allocated time, in which case CU-UP considers this as a paging failure and discards the DL UP data.

· Implicit timer at CU-UP. In this solution the CU-UP detects the paging failure by itself based on a timer whose value is determined via implementation. CU-UP starts the pre-configured timer after sending a DL Data Notification message to CU-CP. The timer expires if a BEARER CONTEXT MODIFICATION REQUEST indicating resumption is not received from CU-CP in the allocated time, in which case CU-UP considers this as a paging failure and discards the DL UP data.
In the solutions in which CU-CP indicates the paging failure to CU-UP, there is an explicit indication via signalling, given that a message is required to convey the failure. This explicit signalling is beneficial for multi-vendor scenarios, as it allows for a consistent and aligned behaviour across the network regardless of the vendor in use. If a new IE is introduced, it can further make it clear within the message that the paging failure occurred and there is need to discard the DL data, without need for referring to the prior state of the UE. 

The solutions based on timers at CU-UP have reduced signalling, However, the behaviour may be inconsistent due to different implementations or value setting at CU-UP, which may lead to interoperability issues. There is also a possibility of inappropriate timer values, since if the value is too short, it risks triggering an early expiration unnecessarily (i.e. there had been no paging failure), yet if the timer is always a very a long value, CU-UP will keep DL data unnecessarily. 
Considering the differences of these solutions and especially relevance in a multi-vendor environment, a solution which the CU-CP indicates the paging failure to CU-UP and explicitly requests the DL data to be discarded via a new IE is preferable.

Proposal 1: gNB-CU-CP determines whether to keep the connection or trigger a release procedure

Proposal 2: When a gNB-CU-CP decides to keep the connection active after a RAN paging failure, the gNB-CU-CP indicates the gNB-CU-UP to discard the DL data via the BEARER CONTEXT MODIFICATION REQUEST message using a new “DL Data Discard Required” IE

3
Conclusions
Proposal 1: gNB-CU-CP determines whether to keep the connection or trigger a release procedure

Proposal 2: When a gNB-CU-CP decides to keep the connection active after a RAN paging failure, the gNB-CU-CP indicates the gNB-CU-UP to discard the DL data via the BEARER CONTEXT MODIFICATION REQUEST message using a new “DL Data Discard Required” IE
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