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Introduction

The SID of NR Industrial Internet of Things (IoT were approved in RAN#81 [1]. In which, the following objective is included:

	L2/L3 enhancements:

...
Time Sensitive Networking related enhancements:

Accurate reference timing: Delivery & related process (e.g. SIB delivery or RRC delivery to UEs, Multiple Transmission points) (RAN2/RAN3/RAN1)

Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1). Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.

...


In RAN2 #103bis, the following agreements is approved [2]:

	Agreements for the SA2 LS reply

From RAN2 perspective: 

We prefer Black Box approach and will indicate this to SA2.

Handling of packet arrival jitter will not be considered in performance evaluation without SA2 request. We will expect RAN1 to analyse latency and reliability.

SA2 and RAN3 should discuss whether any work is needed for time information delivery to the gNB


In SA2 #S2-129bis, a LS [3] for requesting RAN impact analysis is sent to RAN.
In this contribution, we will discuss the RAN impacts for the provided TSN solutions. Based on the discussion, some proposals and a response LS to the SA2 are provided.
Discussion
RAN impacts analysis for different TSN solutions
In the SA2 LS, the following six alternatives (TSN solutions) are provided.
Alt1: Conveying timing to the UE that act as boundary master clocks towards connected TSN device via 5G specific signalling, e.g. via 5G broadcast/5G unicast frame structure. (Refer Solution #11 Option 2 of TR 23.734):

RAN2 and RAN3 have already evaluated the time delivery mechanism in 5GS and some agreements have been agreed, e.g. gNB receives timing information from UPF using cascaded gPTP capable transport network connections, and gNB broadcast/unicast timing information to UE.

As for conveying the TSN GM to UE, it depends on the TSN GM clock quality (e.g. frequency offset of stratum-1~stratum-4 class) and whether or not there have multiple TSN GM time domains.

For the case that the TSN GM clock quality is good (e.g. frequency offset of stratum-1) and there is only one TSN GM time domain, conveying the TSN GM to UE is feasible as such time delivery would be very infrequent, For example, before gNB receives timing information from UPF, UPF can receive the timing information from TSN GM using cascaded gPTP capable transport network connections, or UPF and TSN GM co-locate.

For the case that the TSN GM clock quality is not good (e.g. frequency offset of stratum-4), the timing information from TSN GM will drift frequently and need to be delivered to UE frequently, which may cause serious signaling overhead and have bad impacts on RAN capacity, and may make the time delivery way not feasible.

For the case of multiple TSN GM time domains, taken into account that 5GS can only have one time domain, which TSN GM time domain will be used for 5GS as time reference (e.g. UPF time clock) needs to be determined. Furthermore, how to broadcast multiple TSN GM clocks to UE needs to be further studied.
Observation 1: Whether or not it’s feasible to convey TSN GM timing to UE via 5G specific signalling depends on the TSN GM clock quality and the total number of TSN GM time domains. If TSN GM clock quality is good and there is only one TSN GM time domain, a feasible time delivery way is identified. But other cases may be some complicated and need more study.

Proposal 1: For Alt1, we suggest SA2 to confirm whether we can assume that the TSN GM clock quality is good enough and there is only one TSN GM time domain.

Alt2: The timing information from TSN working domain (external clock) is delivered via the UEs to the respective End stations. The 5G internal system clock will keep these network elements synchronized so that the time stamping of the gPTP event messages is done correctly. (Refer Solution #11 Options 3 of TR 23.734).
Delivering the timing information from TSN working domain (external clock) via the UEs to the respective End stations can synchronize the TSN clock. However, the time drifting may easily occur due to the frequency offset between TSN GM and TSN end station. E.g. if TSN clock has 32 ppm accuracy (stratum-4 level of clock), up to 32µs timing offset may happen in each second. To overcome time drifting issue, frequently delivering the timing information from TSN working domain (external clock) via the UEs to the respective End stations will be needed. Also this may cause serious signaling overhead and have bad impacts on RAN capacity, and may make the time delivery way not feasible.  

Furthermore, to deliver the timing information from TSN working domain (external clock) via the UEs to the respective End station, a specific UE connection should be established and maintained always even there has no data PDU packet to be transmitted, that will cause much UE power consumption and obvious is undesired.

Observation 2: Delivering the timing information from TSN working domain (external clock) via the UEs to the respective End stations can synchronize the TSN clock, but it needs to establish UE specific connection and frequent timing information delivery, which has bad impacts on RAN capacity and UE power.

Proposal 2: For Alt2, we suggest SA2 to provide evaluation about the frequency of timing information delivery.

Alt3: For multiple time domains: “Multiple time domains merged into one domain using 5G clock “, and 5G timing information acts as master clock to the TSN end stations. (Refer Solution #11 Options 4 of TR 23.734)   
In this solution, the clock of TSN end stations should be synchronized with 5GS clock, which may be difficult as the TSN end stations have already been deployed in field. 

If the clock of TSN end stations is allowed to be synchronized with 5GS clock, the RAN impacts for this solution may be small because:

Time stamp can be performed in TSN end station, and no impacts on RAN.

Absolute time can be delivered between TSN end stations, coordination between UEs will be simple.

Multiple time domain problem in TSN can be eliminated.

Nevertheless, since this solution will have impacts on the existing ethernet TSN end stations, it’s not preferred.

Observation 3: For Alt3, it may have less impacts on RAN3 but there has a high level concern that the clock of TSN end stations deployed in field may be not allowed to be synchronized with 5GS clock.

Proposal 3: The Alt3 is not preferred.

Alt4: 5GS gives deterministic delays between UPF and UE and 5GS acts as a link or as a TSN Bridge. (See Solution #17 of TR 23.734).   
As mentioned in the RAN1 Reply LS to SA2 on Impact analysis due to TSN[4], deterministic RAN-UE delay required by this solution presents feasibility challenges. From RAN3 perspective, the deterministic delay between UPF and UE mainly depends Uu delay,we tend to follow RAN1 opinion that this solution is not feasible. 

Observation 4: For Alt4, RAN1 has commented that it presents feasibility challenges. From RAN3 perspective, we tend to follow RAN1 opinion that this solution is not feasible. 

Proposal 4: The Alt4 is not preferred.

Alt5: Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header’s “correctionField” with the known residence time (refer to solution #19 of TR 23.734)
In this solution, both PDU layer and transport layer e.g. GTP/PDCP layer should mark time stamp, which would have many impacts on RAN specifications. Moreover, if PDCP in RAN needs to deal with the time stamp, such process looks contradictory to the RAN2 agreement that RAN2 prefer Black Box approach[2].  

Observation 5: For Alt5, both PDU layer and transport layer e.g. GTP/PDCP layer should mark time stamp, which would have many impacts on RAN specifications.

Proposal 5: The Alt5 is not preferred.

Alt6: 5GS acts as transparent clock with independent internal clock achieving common concept of time between UEs and UPF as well as among different UEs. This is to allow one-way measurement and control of the E2E delay (Refer Solution #28 of TR 23.734)
In this solution, with the explicit signaling of ingress or egress timestamps for measuring the residence time of each PTP message (e.g. Solution #28.2), the packet residence duration in 5GS can be calculated and the “correctionField” can be properly corrected. But some clarification is still needed for PTP message. That is, whether or not the PTP message is only transmitted associated with a data PDU packet or it is transmitted independently to deliver the TSN working domain (external clock) via the UEs to the End stations, that is similar with Alt2 (e.g. Solution #11 Options 3 of TR 23.734):

If the PTP message is only transmitted associated with a data PDU packet, we think this solution can be easily implemented at the 5GS edge (e.g. TSN adaptor), that may have small impacts on 5GS. 

If the PTP message is transmitted independently to deliver the TSN working domain (external clock) via the UEs to the End stations, the same concerns as for Alt2 would apply to this solution, e.g. frequent timing information delivery will impacts the RAN capacity.

Observation 6: This solution (e.g. Solution #28.2) can deal with the TSN timing issue, but the impact analysis on RAN needs SA2’s further clarification. 

Proposal 6: For Alt6, we suggest SA2 to clarify whether the PTP message can only be transmitted associated with a data PDU packet. If not, SA2 also needs to evaluate the frequency of timing information delivery.

RAN impacts comparison for different TSN solutions

Based on the above analysis for each TSN solutions, we have the following table for summary and comparison:
	
	Advantage
	Disadvantage

	Alt1
	For the case with good TSN GM clock quality and single TSN GM clock domain, this solution is feasible and some agreements have been made by RAN.
	For the case with bad TSN GM clock quality or multiple TSN GM clock domains, this solution impacts RAN much and needs further study.

	Alt2
	This approach can synchronize the TSN clock and eliminate the multiple time domain problem.
	Frequent delivering of the timing information from TSN working domain (external clock) via the UEs to the respective End stations will be necessary, which will consume lots of radio resource. 

	Alt3
	Less impacts on RAN, and can eliminate the multiple time domain problem.
	To synchronize the TSN end clock to 5GS clock will impacts the existing ethernet TSN end station.

	Alt4
	None
	Deterministic delays between UPF and UE is not feasible for RAN.

	Alt5
	None.
	PDCP in RAN should deal with the time stamp, which impacts RAN much.

	Alt6
	It can deal with the TSN timing issue..
	The impacts on RAN needs SA2’s further clarification.e.g 

The PTP message is only transmitted associated with a data PDU packet. or 

The PTP message is transmitted independently to delivery the TSN working domain (external clock) via the UEs to the End stations. Which is similar with solution 2)


Conclusions

In this contribution, we have discussed the issues on RAN Impacts due to different TSN solutions. Based on the discussion, We make the following observations and proposals:
Observation 1: Whether or not it’s feasible to convey TSN GM timing to UE via 5G specific signalling depends on the TSN GM clock quality and the total number of TSN GM time domains. If TSN GM clock quality is good and there is only one TSN GM time domain, a feasible time delivery way is identified. But other cases may be some complicated and need more study.

Observation 2: Delivering the timing information from TSN working domain (external clock) via the UEs to the respective End stations can synchronize the TSN clock, but it needs to establish UE specific connection and frequent timing information delivery, which has bad impacts on RAN capacity and UE power.

Observation 3: For Alt3, it may have less impacts on RAN3 but there has a high level concern that the clock of TSN end stations deployed in field may be not allowed to be synchronized with 5GS clock.

Observation 4: For Alt4, RAN1 has commented that it presents feasibility challenges. From RAN3 perspective, we tend to follow RAN1 opinion that this solution is not feasible.

Observation 5: For Alt5, both PDU layer and transport layer e.g. GTP/PDCP layer should mark time stamp, which would have many impacts on RAN specifications.

Observation 6: This solution (e.g. Solution #28.2) can deal with the TSN timing issue, but the impact analysis on RAN needs SA2’s further clarification.

Proposal 1: For Alt1, we suggest SA2 to confirm whether we can assume that the TSN GM clock quality is good enough and there is only one TSN GM time domain.

Proposal 2: For Alt2, we suggest SA2 to provide evaluation about the frequency of timing information delivery.

Proposal 3: The Alt3 is not preferred.

Proposal 4: The Alt4 is not preferred.

Proposal 5: The Alt5 is not preferred. 

Proposal 6: For Alt6, we suggest SA2 to clarify whether the PTP message can only be transmitted associated with a data PDU packet. If not, SA2 also needs to evaluate the frequency of timing information delivery.
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