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1. Introduction
RAN#82 approved the new work item Integrated Access and Backhaul for NR [1]. The work item description defines the following objective:
	· Specification of enhancements to L2 wireless transport [RAN2-led, RAN3]:

…

· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion. 

…




TR 38.874 [2] clause 8.2.6 discusses flow control and congestion handling for IAB for DL and UL. 
In this contribution, we discuss necessary enhancements to existing congestion handling mechanisms for IAB. 
2. Discussion

In a multi-hop transport chain, congestion occurs if the ingress date rate to a node is larger than the egress data rate, which ultimately leads to packet drop. Figure 1 shows an illustration for upstream and downstream traffic in a multi-hop IAB chain.
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Figure 1: Problem of congestion in IAB
Congestion-related packet drop cannot be recovered by link-specific ARQ mechanisms since the packets are not lost on the link but dropped by the node in between two links. Therefore, end-to-end flow- and congestion control mechanisms, such as provided by TCP, are necessary to recover congestion-related packet drop. 
For IAB, performance deterioration due to congestion-related packet drop becomes exacerbated by the PDCP layer, whose receiving entity will block data transfer for considerable amount of time in case a packet is missing, e.g., has been dropped due to congestion. Due to such delay, TCP may enter slow start which has significant impact on throughput.
Observation 1: Congestion-related packet drop is a serious problem in IAB.
TR 38.874 [2] has discussed potential mitigations for congestion-related packet loss in IAB:
-
On the UL, the scheduler resides on the receiving side of the link, and it can throttle throughput in case the receiving side becomes congested. This mechanism therefore allows mitigating congestion.

-
On the DL, the scheduler resides on the transmitting side of the link, and it may keep transmitting data even when the receiving side is congested. Therefore, additional mechanisms must be in place to mitigate congestion.
Observation 2: In IAB, UL congestion can be mitigated by the scheduler, but DL congestion requires additional mechanisms.

In IAB, congestion is not restricted to IAB-nodes but it may also be encountered on wireline fronthaul nodes (e.g. routers) between IAB-donor DU and CU. Further, wireline deployments of CU/DU split architecture encounter exactly the same DL congestion problem, when overload occurs on fronthaul nodes.
Observation 3: The same DL congestion problem also occurs between CU and DU on wireline fronthaul nodes.

The NR userplane protocol defined in TS 38.425 [3] defines a mechanism to mitigate DL congestion losses between CU and DU. The protocol allows the DU to report DL packet loss to the CU via the DL Data Delivery Status message. Based on this message, the CU can apply a flow and congestion control mechanism to mitigate the congestion. This flow and congestion control mechanism is based on implementation and could, for instance, use a similar approach as defined for TCP, SCTP or DCCP.

Observation 4: The NR userplane protocol supports a feedback mechanism (DDDS message), which can be used to mitigate DL congestion via CU-based flow- and congestion-control.

DL congestion loss on IAB-nodes is not different from DL congestion loss on wireline fronthaul routers and can therefore be addressed by the same means. There is no obvious reason why additional means would be necessary for wireless backhaul.
Observation 5: The NR userplane protocol can also be used to mitigate DL congestion for IAB. 

Proposal: RAN3 should confirm that NR userplane protocol is sufficient to handle DL congestion for IAB.
3. Conclusion

This contribution discussed necessary enhancements to existing congestion handling mechanisms for IAB: 

Observation 1: Congestion-related packet drop is a serious problem in IAB.
Observation 2: In IAB, UL congestion can be mitigated by the scheduler, but DL congestion requires additional mechanisms.

Observation 3: The same DL congestion problem also occurs between CU and DU on wireline fronthaul nodes.

Observation 4: The NR userplane protocol supports a feedback mechanism (DDDS message), which can be used to mitigate DL congestion via CU-based flow- and congestion-control.

Observation 5: The NR userplane protocol can also be used to mitigate DL congestion for IAB. 

Proposal: RAN3 should confirm that NR userplane protocol is sufficient to handle DL congestion for IAB.
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