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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
This document aims at correcting clause 5.2 Regenerative satellite based NG-RAN architectures  and clause 3.3 Abbreviations.



2. Discussion
During the RAN3 meeting in Chengdu, it was identified that the “Figure 5.3-3: Regenerative satellite based NG-RAN architecture (gNB on board) with QoS flows” Should be revised to take into account the figure 12.1 in 38.300 (the QoS flows should be inside the PDU session, between a UE and the UPF).

Proposal 1: To revise Figure 5.3-3 taking into account the figure 12.1 of 38.300

The Figure 5.3-2: Regenerative satellite with ISL, gNB processed payload needs to clarify that some UE will be served by a gNB on board a satellite but accessing a 5GCN via another satellite.

Proposal 2: To revise Figure 5.3-2 highlighting the traffic and signalling routing in the case of regenerative satellites with ISL

Last, it should be studied the impact of extended delay on the NG protocols . Timers may have to be reviewed.
Proposal 3: To identify that the extended delay may impact NG protocols


3. Conclusion

Proposal 1: To revise Figure 5.3-3 taking into account the figure 12.1 of 38.300 (see TP below)

Proposal 2: To revise Figure 5.3-2 highlighting the traffic and signalling routing in the case of regenerative satellites with ISL (see TP below)

Proposal 3: To identify that the extended delay may impact NG protocols (see TP below)


4. Text Proposal for TR 38.821 v0.2.0

START OF CHANGES
[bookmark: _Toc523728514]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

EIRP 	Equivalent Isotropic Radiated Power
FSS	Fixed Satellite Services
GEO	Geostationary Earth Orbiting
gNB	next Generation Node B
GW	Gateway
HAPS	High Altitude Platform Station
HEO	Highly Elliptical Orbiting
ISL	Inter-Satellite Links
LEO	Low Earth Orbiting
Mbps	Mega bit per second
MEO	Medium Earth Orbiting
MS	Mobile Services
MSS	Mobile Satellite Services
NAS-MM	Non-Access Stratum Mobility Management
NAS-SM	Non-Access Stratum Session Management
NGEO	Non-Geostationary Earth Orbiting
NTN 	Non-Terrestrial Network
RAN	Radio Access Network
RTD	Round Trip Delay
SNR 	Signal-to-Noise Ratio
SRI	Satellite Radio Interface
Rx		Receiver
UAS	Unmanned Aircraft System
UE:	User Equipment



END OF CHANGES





START OF CHANGES

[bookmark: _Toc527965828]5.2	Regenerative satellite based NG-RAN architectures (FFS)
[bookmark: _Toc527965829]5.2.1	gNB processed payload
[bookmark: _Toc527965830]5.2.1.1	Overview 
The NG-RAN logical architecture as described in TS 38.401 is used as baseline for NTN scenarios. 
The satellite payload implements regeneration of the signals received from Earth.
· NR-Uu radio interface on the service link between the UE and the satellite
· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite. The SRI transports the NG protocol
SRI (Satellite Radio Interface) is a transport link between NTN GW and satellite; it transports 3GPP-specified logical interfaces i.e., transmits the NG interface signalling packets.
[image: ]
Figure 5.3-1: NG-RAN with a rRegenerative satellite without ISL, based on gNB processed payload 

Note: The satellite may embark additional traffic routing functions, that are out of RAN3 scope. (FFS)

The satellite payload also provides Inter-Satellite Links (ISL) between satellites.
ISL (Inter-Satellite Links) is a transport link between satellites. ISL may be a radio interface or an optical interface that may be 3GPP or non 3GPP defined but this is out of the study item scope.
 	Comment by Auteur: Moved to transport section in 8.X
To support the Xn protocol and enable coordination between gNBs on board adjacent satellites, and especially to mitigate services disruption during UE mobility, from a source gNB to a target gNB. (FFS)
To forward data packets, in case traffic functions are hosted on board the satellites. (FFS)
ISL are transport links; it transports the 3GPP-specified XnAP logical interfaces i.e., transmits the Xn interface signalling packets.	Comment by Auteur: Moved above

[image: ][image: ]
Figure 5.3-2: Regenerative satellite with ISL, gNB processed payload (FFS)

The figure above illustrates that UE served by a gNB on board a satellite could access the 5GCN via ISL.
ISL may be a radio interface or an optical interface.
[bookmark: _Toc527965831]5.2.1.2	Detailed description of the architecture (FFS)
The architecture of a regenerative-satellite based NG-RAN is depicted on the following figure. The mapping to QoS flows is also highlighted.



Figure 5.3-3: Regenerative satellite based NG-RAN architecture (gNB on board) with QoS flows (FFS)

Editor’s note: The figure above needs to be revised the above figure taking into account the figure 12.1 n 38.300 (the QoS flows should be inside the PDU session, between a UE and the UPF).


The UE user plane protocol stack for a PDU session is described hereafter.


Figure 5.3-4: NG-RAN protocol architecture for regenerative satellite (gNB on board): User Plane

The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and NTN-Gateway.
The User PDUs are transported over GTP-U tunnels, as usual, between the 5GC and the on-board gNB, but via the NTN Gateway.

The UE control plane protocol stack for a PDU session is described hereafter.


Figure 5.3-5: NG-RAN protocol architecture for regenerative satellite (gNB on board): Control Plane
The NG-AP is transported over SCTP, between the 5GC and the on board gNB, as usual, but via the NTN Gateway.
The NAS protocol is also transported by the NG-AP protocol, between the 5GC and the on board gNB, via the NTN Gateway.

[bookmark: _Toc527965832]5.2.1.3	NG-RAN impacts
NG Application Protocol timers may have to be extended to cope with the long delay of the feeder link.
In the context of a LEO scenario with ISL, the delay to be considered shall encompass at least the feeder link (SRI) and one or several ISL (FFS)


[bookmark: _Toc527965833]5.3.2	gNB-DU processed payload
[bookmark: _Toc527965834]5.3.2.1	Overview 
The NG-RAN logical architecture with CU/DU split as described in TS 38.401 is used as baseline for NTN scenarios. 
The satellite payload implements regeneration of the signals received from Earth.
· NR-Uu radio interface on the service link between the satellite and the UE 
· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite. The SRI transports the F1 protocol.
The satellite payload also provides inter-satellite links between satellites.
SRI (Satellite Radio Interface) are transport links; the logical interface F1 that they transport are 3GPP-specified.
DU on board different satellites may be connected to the same CU on ground.
If the satellite hosts more than one DU, the same SRI will transport all the corresponding F1 interface instances.

[image: ]
Figure 5.3-6: NG-RAN with a regenerative satellite based on gNB-DU

[bookmark: _Toc527965835]5.3.2.2	Detailed description of the architecture
The architecture of a regenerative-satellite based NG-RAN is depicted on the following figures. The mapping to QoS flows is also highlighted.
The PDCP PDUs (Protocol Data Units) are transported by the SRI protocols stack.


Figure 5.3-7: Regenerative satellite based NG-RAN architecture (gNB-DU on board) with QoS flows (FSS)

The UE user plane protocol stack for a PDU session is described hereafter.


Figure 5.3-8: NG-RAN protocol architecture for regenerative satellite (gNB-DU on board): User Plane (FFS)

The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and NTN-Gateway.
The User PDUs are transported over GTP-U tunnels between the 5GC and the gNB-CU.
The User PDUs are transported over GTP-U tunnels between the gNB-CU and the on board gNB-DU via the NTN Gateway.

The UE control plane protocol stack for a PDU session is described hereafter


Figure 5.3-9: NG-RAN protocol architecture for regenerative satellite (gNB-DU on board): Control Plane

The NG-AP PDUs are transported over SCTP between the 5GC and the gNB-CU.
The RRC PDUs are transported over PDCP over the F1-C protocols stack between the gNB-CU and the on board gNB-DU, via the NTN Gateway. The F1-C PDUs are transported over SCTP over IP. IP packets are transported over SRI protocols stack, at the SRI and over any L2/L1 layers at gNB-CU – NTN Gateway interface.

The NAS protocols (NAS-MM, NAS-SM) are also transported by the NG-AP protocol, between the 5GC, gNB-CU and the on board gNB-DU, via the NTN Gateway.
FFS

[bookmark: _Toc527965836]5.3.2.3	NG-RAN impacts (FFS)
RRC is terminated in the CU, and is subject to extremely strict timing constraints.
This may preclude the applicability of this architecture to GEO (Geostationary Earth Orbit) satellites.
Its use for LEO (Low Earth Orbit) systems may impact current F1 design.


[bookmark: _Toc527965837]5.3.3	gNB processed payload based on relay-like architectures (Optional) (FFS)
[bookmark: _Toc527965838]5.3.3.1	Overview (FFS)
How to apply the Integrated Access and Backhaul (IAB) proposed architecture configuration resulting from the IAB SI reflected in the 3GPP TR 38.874 document [4] is for further study.

[bookmark: _Toc527965839]5.3.3.2	Detailed description of the architecture
FFS

[bookmark: _Toc527965840]5.3.3.3	NG-RAN impacts
FFS




END OF CHANGES


START OF CHANGES

8.X	Transport aspects (FFS)
A NTN GW can directly connect to one or several satellites via SRI. A satellite can either directly connect to one or several NTN GW via SRI, or indirectly connect to one or several NTN GW via ISL. Hence the NG protocol is transported over SRI, and may also be transported over ISL.
A gNB is connected to the 5GCN. The transport of this logical interface can be realized over SRI and possibly over ISL.
The satellite may embark additional transport routing functions, that are out of RAN scope.
SRI transports 3GPP-RAN specified protocols i.e., transmits the NG interface signaling packets.
ISL can transport:
· the Xn interface signaling packets and enable coordination between gNBs on board adjacent satellites, and especially to support UE mobility, from a source gNB to a target gNB. (FFS)
· data packets, in case traffic functions are hosted on board the satellites. (FFS)
· NG interface signaling packets

END OF CHANGES
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