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1. Introduction
	R3-186507
	pCR IAB_Arch_recommnedation(1a,1b and 2a) (KDDI Corporation)
	discussion

merged

	AT&T

Arch1a must have the highest priority for standardization in the work item phase in Release 16. 

Unique deployment scenarios and use cases for architecture 2a should be identified, following which it can be considered for standardization, but only after the standardization work for architecture 1a is completed.
ZTE

Architecture 1a should be selected for future work. 

Adapt above RLC is a better choice for future work.. 

Hop-by-hop ARQ would be a better choice for future work in the down selection. 

IP termination at the access IAB node should be selected for future work with potential consideration on overhead reduction. 

Adaptation layer present on MT’s access link is a better choice for future work.
It is suggested to start with architecture 1a in WI phase
LG

Architecture 1a should be selected for future work
SS

concentrate on architectures 1a and 1b and down-prioritize 2a. 

Further down-selection between 1a and 1b could be done at the WI phase.
KDDI

Advantages

- Archtecture1a has advantages in 14KPIs

- Archtecture1b has advantages in 9KPIs

- Archtecture2 has advantages in 2KPIs

Recommendation

Based on the above comparison, it is feasible to adopt Archtecture1a.
E///: our preference is for keeping arch1a

Intel: prefer to keep 1a only

HW: prefer to consider 1a only, for Rel-16

ZTE: 2a has lower RRC latency and better scalability; 1a should have higher prio but if time allows we should consider 2a

AT&T: should try to downselect 1b as well

CATT: ok to only consider 1a for Rel-16

SS: 1b could be better from security pov; prefer 1a but would like to keep 1b open

HW: not sure we can keep 1b

E///: not ok to “resurrect” 1b

QC: study of 1b and 2a still needs to complete

AT&T: seems SS does not want to close SI?

Vz: prefer to keep 1a

SS: we want to close SI indeed, but we would like to keep 1b for further discussion

We consider 1a for further discussion

Arch 1a should be selected for a future normative phase

CB: # 62_IAB_conclusion

-  include recommendations from RAN2

- merge from 6507

- capture RAN3 agreements

- Is it possible to not preclude 1b e.g. by implementation?

- clean up remaining RAN3 FFSs: merge from 7166

(QC)

7164 rev in R3-187182


2. Discussion

The TP below includes additional column in arch comparison table and modified conclusion section. Text to be discussed by RAN-3 in the conclusion section are shown with track changes. 

- Based on comments by Nokia, Huawei and KDDI, statements on EPC/NGC and SA/NSA were combined to one common statement.
3. Text Proposal for TR 38.874

The following changes to TR 38.874 are proposed:

********* Start of Change **********
6.1.2
Operation in SA-mode and NSA-mode

<skip section>
In Option c “UE and IAB-node operate in NSA with EPC”, the IAB-node may use the LTE leg for IAB node initial access and configuration, topology management, route selection, and resource partitioning.
<skip section>
6.3.1
Architecture 1a
<skip section>
Each DU on an IAB-node connects to the CU in the IAB-donor using a modified form of F1, which is referred to as F1*. F1*-U runs over RLC channels on the wireless backhaul between the MT on the serving IAB-node and the DU on the donor. An adaptation layer is added, which holds routing information, enabling hop-by-hop forwarding. It replaces the IP functionality of the standard F1-stack. F1*-U may carry a GTP-U header for the end-to-end association between CU and DU. In a further enhancement, information carried inside the GTP-U header may be included into the adaption layer. Further, optimizations to RLC may be considered such as applying ARQ only on the end-to-end connection opposed to hop-by-hop. The right side of Figure 6.3.1-1 shows two examples of such F1*-U protocol stacks. In this figure, enhancements of RLC are referred to as RLC*. The MT of each IAB-node further sustains NAS connectivity to the NGC, e.g., for authentication of the IAB-node. It further sustains a PDU-session via the NGC, e.g., to provide the IAB-node with connectivity to the OAM.

<skip section>
6.4.1
Architecture 2a
All IP-based interfaces such as NG, Xn, F1, N4, etc. are carried over this forwarding plane. In the case of F1, the UE-serving IAB-Node would contain a DU for access links in addition to the gNB and UPF for the backhaul links. tThe CU for access links would reside in or beyond the IAB Donor.   The right side of Figure 6.4.1-1 shows an example of the NG-U protocol stack for IP-based and for Ethernet-based PDU-session type.
In case the IAB-node holds a DU for UE-access, it may not be required to support PDCP-based protection on each hop since the end user data will already be protected using end to end PDCP between the UE and the CU. 
<skip section>
9.2
IAB Topologies
For architecture group 2, the following scenarios need to be considered for an IAB-node with redundant routes. These routes may pertain to:

· The same IP domain 
· Different IP domains 
<skip section>
9.3
Integration of IAB-node

<skip section>
NSA-based IAB-node integration has the following phases: 
Phase 1: IAB-node MT part setup. In this phase, IAB node MT part performs the connection setup procedure and authentication via LTE RRC signaling to the LTE network. The eNB then configures the IAB node MT part with an NR measurement configuration in order to perform discovery, measurement, and measurement reporting of candidate parent IAB nodes to the eNB. The IAB node MT part then connects to the parent IAB node’s DU and CU via the EN-DC SN addition procedure.

<skip section>
9.5
Satisfying the QoS requirements

IAB mode of operation may impose additional requirements on the RAN design, in order for the RAN to support the QoS profiles imposed by the Core network. These additional requirements may be due to e.g. the latency associated with multiple hops, congestion and failure of wireless backhaul links. However, in both IAB and non-IAB mode of operation, RAN may not always be able to meet the QoS profiles requested by the core network. To handle this scenario, the TS 23.502 [3] in Section 4.3.2. defines an N2 procedure which allows the RAN to reject the QoS profiles requested by the core network, in case the RAN cannot meet these QoS profiles. This N2 procedure is applicable to both IAB and non-IAB mode of operation. 

With regards to the aforementioned N2 procedure, after receiving a flow QoS request from the core network, the IAB-donor CU may inform, via F1-AP, the corresponding access-IAB-node-DU and some or all intermediate IAB-node DUs about this flow and its QoS requirement. The inquired DUs may accept/reject the request. In order to guarantee latency bounds, the CU may include in the QoS request to the DUs, some assistance information (e.g. some hop-count-related information pertaining to the route to the access-IAB-node-DU). 
<skip section>
9.6.2
Discovery procedure for architecture group 2
One example to discover the IAB topology is based on each IAB-node determining a one-hop hierarchy, linking the IAB-node identifier with the node identifier of the serving upstream node. The node identifier may be cell ID, or other identifiers (to be further studied). The process is summarized as follows (using cell ID as an example, but other identifiers are not precluded):

1. The IAB-node-MT obtains the Cell ID(s) of the upstream IAB-node or IAB-donor it is accessing (e.g. via cell broadcast).

2. The gNB part of the IAB-node is set up and the IAB-node-MT obtains the Cell ID(s) of its collocated gNB . 

3. The IAB-node then associates the Cell IDs of the upstream cells with the Cell IDs of its own gNB (obtained in step 1). This creates one or more (Upstream-Node-ID, Downstream-Node-ID)-associated cell pairs.

These first 3 steps are illustrated in figure 9.6.2-1, where NGCI is shown as the Cell ID. PCI and/or other identifiers may additionally be included. 
<skip section>
9.7.5
Principal steps of topology adaptation in architecture 1a

IAB-specific:

· For IAB, the retransmission of PDCP PDUs and the use of Downlink Data Delivery Status as discussed in TS 38.425 clause 5.4.2 are potentially relevant. 
<skip section>
9.7.7
Goals of Topological Redundancy

<skip section>

<skip section>
10.1
Comparison of IAB architectures 

The following table compares architectures 1a, 1b and 2a.

Table 10.x-1: Comparison among IAB architectures

	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a
	Advantage

	Functionality
	Backhaul transport
	Over RLC channel
	Over PDU session
	-

	Functionality
	Security
	End-to-end security between UE and donor CU node
	Hop by hop security in each access link and backhaul link
	-

	Functionality
	Termination of UE’s NG-U tunnel
	At donor CU 
	At UE’s serving IAB node
	-

	Functionality
	Termination of UE’s NG-C connection
	At donor CU
	At UE’s serving IAB node
	-

	Specification
	Specification for topology discovery
	Centralized control via CU-CP with RRC/F1-AP for signalling as well as distributed control via IAB-node
	Distributed protocol by propagation link-end-point-ID pairs toward the donor via RRC 
	-

	Specification
	Specification for topology management
	Centralized control via CU-CP with RRC/F1-AP for signalling as well as distributed control via IAB-node
	Has not been studied 
	Architecure1a/1b

	Specification
	Specification for route management
	Same as for topology management above


	Has not been studied 
	Architecure1a/1b

	Specification
	Specification for resource management to address half-duplexing constraint and inter-link interference across topology
	Same as for topology management above


	Has not been studied 
	Architecure1a/1b

	Specification
	Core network specification
	Lower

No CN specification needed for UPF/GW.
	Minimally higher

CN specification needed for UPF/GW support on IAB-donor and IAB-node.
	Architecure1a

	Specification
	RAN specification 
	Needed

Modification of protocol layers for L2 transport
	Not needed
	Architecure2a

	Specification 
	Standards Areas Impacted
	Mostly RAN
	RAN and also NGC/EPC due to need of UPF/GW
	-

	Deployment
	CP scalability with the number of IAB nodes
	Lower

Donor CU-CP is responsible for the RRC connection and DRB management of all the UEs served by the donor DU as well as downstream IAB nodes. So, donor CU-CP may become bottleneck with more IAB nodes aggregated.

.
	Higher

Each IAB node manages the RRC connection and DRBs of its own access UE. Donor IAB node is only responsible for the RRC connection and DRB management of directly connected UEs.
	Architecure1a/1b

	Deployment
	Transport of LTE access & non-3GPP access
	Supported

Over PDU session to UPF, which needs to be deployed
	Supported

Over PDU session to UPF on donor
	Supported 

Over PDU session to UPF on parent IAB-node
	-

	Deployment
	Compliance with DU/CU deployments
	Supported for IAB-node and donor
	Supported for donor
	-

	Complexity
	Number of termination points of gNB external interfaces in IAB node

(F1, N2/3, Xn, etc.)
	Lower

Only one F1 to donor
	Higher 

N2/3 and Xn to surrounding IAB-nodes
	Architecure1a/1b

	Complexity
	Need for packet forwarding at handover to/from IAB node
	Not needed for intra-CU handover, only needed for inter-CU handover
	Needed for every handover since each IAB-node holds a CU
	Architecure1a/1b

	Complexity
	Functions supported in IAB node
	MT + DU
	MT + DU + CU + UPF
	Architecure1a/1b

	Security
	Vulnerability of IAB-nodes to security attacks (e.g. due to tampering with node) 
	UE security is not terminated at IAB-node
	UE security is terminated at IAB-node
	Architecure2a

	Processing 
	Packet processing in intermediate IAB-nodes
	Lower

No BH PDCP processing
	Higher

BH PDCP has to be processed on every BH interface
	Architecure1a/1b

	Processing
	Core network signalling during topology adaptation
	Lower

No UPF or GW has to be configured on IAB-donor or IAB-node.
	Slightly higher 

For inter-CU topology adaption, UPF or GW has to be configured on IAB-donor for topology adaptation
	Higher 

For any topology adaption, establishing new BH link, UPF or GW has to be configured on IAB-donor for topology adaptation
	Architecure1a

	Performance
	CN signaling overhead due to UE mobility
	Lower

No CN signaling for intra-donor CU node mobility
 
	Higher

CN signaling for intra-donor mobility
	Architecure1a/1b

	Performance
	Protocol overhead
	BH link contains PHY-MAC-RLC (potentially also IP-UDP-GTP-U)
	BH connection contains MAC-RLC-PDCP-SDAP-IP-UDP-GTP-U
	-

	Performance
	QoS
	Per-UE-bearer QoS supported on backhaul
	QoS only supported per QoS profile on backhaul

Per-UE-bearer QoS has not been studied

 
	Architecure1a

	Performance
	Core network signalling overhead
	Only during IAB-node integration and inter-CU RLF recovery.
	Also, during every topology adaptation procedure that establishes or releases a BH link.
	Architecure1a/1b

	Performance
	RRC latency
	Higher

Multi-hop to donor
	Lower

Single hop to parent 
	Architecure1a

	Performance
	Packet processing overhead
	Smaller 

since there is no PDCP/SDAP stack to be processed for backhauling.
	Slightly higher 

since PDCP/SDAP stack needs to be processed for backhauling on access IAB-node and IAB-donor.
	Higher 

since PDCP/SDAP stack needs to be processed for backhauling on each hop.
	Architecure1a


Advantages

· Archtecture1a has advantages in 14KPIs

· Archtecture1b has advantages in 9KPIs

· Archtecture2 has advantages in 2KPIs

Recommendation

Based on the above comparison, it is feasible to adopt Archtecture1a.

<skip section>
11
Conclusion
The study of Integrated Access and Backhaul for NR considered five architectures referred to as 1a, 1b, 2a, 2b, and 2c.
RAN-3 recommends architecture 1a for a future normative phase. This may not preclude support of architecture 1b, e.g., by using an implementation-based modification of architecture 1a. 
After studying various IAB design aspects, it is concluded that it is feasible to support the following requirements and functionalities with the recommended IAB architecture: 

· Physically fixed IAB-nodes

· In-band and out-of-band scenarios,

· NR backhauling of NR access traffic,

· SA and NSA mode for the UE and for the IAB-node,
· 
· Multi-hop backhauling,

· Topology adaptation,
· Network synchronization of IAB-nodes.

For architecture 1a, RAN2 studied many-to-one and one-to-one bearer mapping options. An IAB system that supports both bearer mapping options is recommended for Rel.16 work item.

RAN2 studied design examples, which support both bearer mapping options. Design example 1 is recommended for the work item. In this design, the adaptation layer resides above RLC, and LCID extension is used to increase the number of UE-bearers supported by the IAB node with one-to-one bearer mapping.  This LCID extension only applies to backhaul RLC channels.
RAN2 studied hop-by-hop and end-to-end RLC ARQ. It is recommended that for Rel-16 to only support hop-by-hop ARQ.

RAN2 investigated termination of IP at the access IAB-node vs. IAB-donor DU. IP termination at the access IAB-node is recommended the work item. In this solution, GTP-U is included in the UP stack for F1-U. 

********* End of Change **********
3GPP


