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Discussion
1. Introduction
Through the last meeting and email discussion after meeting, the comparison among IAB architectures such as Architecture 1a, 1b and 2a was agreed in [1]. In this contribution, we focus on which architecture should be selected for future work based on agreed comparison and provide our view on it.
2. Discussion
Through the last meeting and email discussion after meeting, the comparison among IAB architectures was agreed in [1]. Based on KPIs in comparison, we discuss selection of the architecture to be addressed in future work.
2.1 Functionality
For security among different KPIs in functionality, the comparison among IAB architectures is described as follows.

	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Functionality
	Security
	End-to-end security between UE and donor CU node
	Hop by hop security in each access link and backhaul link


In case of Architecture 2a, hop by hop security is used. This may have some problems. Because there is PDCP layer for each hop, processing delay happens. Also, whenever the traffic passes each node, PDCP layer allocates SN. So, how the final IAB node or IAB donor handles the PDU to which different SNs are added is expected to have a large impact. Moreover, it is unclear for each hop to be able to use the same security key.
Observation 1: From security point of view, Architecture 2a may have several issues to be solved than Architecture 1a and 1b.

2.2 Specification

For specification, the comparison among IAB architectures is denoted as follows.
	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Specification
	Specification for topology discovery
	Centralized control via CU-CP with RRC/F1-AP for signalling as well as distributed control via IAB-node
	Distributed protocol by propagation link-end-point-ID pairs toward the donor via RRC 

	Specification
	Specification for topology management
	Centralized control via CU-CP with RRC/F1-AP for signalling as well as distributed control via IAB-node
	Has not been studied 

	Specification
	Specification for route management
	Same as for topology management above

	Has not been studied 

	Specification
	Specification for resource management to address half-duplexing constraint and inter-link interference across topology
	Same as for topology management above

	Has not been studied 

	Specification
	Core network specification
	Lower

No CN specification needed for UPF/GW.
	Minimally higher

CN specification needed for UPF/GW support on IAB-donor and IAB-node.


According to above table, except for topology discovery, Architecture 2a has not been studied yet for topology, route and resource managements etc. Also, in section 5.2.4 in [2], as highlighted in yellow, IAB architecture design should minimize core network impact. Considering this, Architecture 1a has the lowest core network impact among IAB architectures.
	5.2.4
Core-network impact

IAB-related features such as IAB-node integration and topology adaptation may impact core-network specifications. It is desirable to minimize the impact to core-network specifications related to IAB.

Also, dependent on design, IAB features may create additional core-network signaling load. The amount of signaling load may vary among the various designs discussed in the study. Core-network signaling load is therefore considered an important KPI for the comparison of IAB designs.

Requirements:

1:
The IAB design shall strive to minimize the impact to core network specifications.

2:
The study should consider the impact to the core network signalling load as an important KPI.


Observation 2: For some KPIs related to specification, Architecture 2a has not been studied yet.

Observation 3: Architecture 1a has the lowest core network impact among IAB architectures.
2.3 Deployment
For CP scalability with the number of IAB nodes among some KPIs in deployment, the comparison among IAB architectures is described as follows.

	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Deployment
	CP scalability with the number of IAB nodes
	Lower
Donor CU-CP is responsible for the RRC connection and DRB management of all the UEs served by the donor DU as well as downstream IAB nodes. So, donor CU-CP may become bottleneck with more IAB nodes aggregated.

.
	Higher

Each IAB node manages the RRC connection and DRBs of its own access UE. Donor IAB node is only responsible for the RRC connection and DRB management of directly connected UEs.


If CP scalability with the number of IAB nodes is low, when new IAB nodes is added, they may be carefully deployed. For example, if IAB nodes are deployed to increase the number of hops to extend coverage of IAB network, many signaling overload toward donor CU-CP may happen. So, Architecture 2a that IAB node and IAB donor manage the RRC connection and DRB of UEs connected to each of them has an advantage for CP scalability than Architecture 1a and 1b.
Observation 4: Architecture 2a has an advantage than Architecture 1a and 1b because of high CP scalability with the number of IAB nodes.
2.4 Complexity

For complexity, the comparison among IAB architectures is denoted as follows.
	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Complexity
	Number of termination points of gNB external interfaces in IAB node
(F1, N2/3, Xn, etc.)
	Lower

Only one F1 to donor
	Higher 
N2/3 and Xn to surrounding IAB-nodes

	Complexity
	Need for packet forwarding at handover to/from IAB node
	Not needed for intra-CU handover, only needed for inter-CU handover
	Needed for every handover since each IAB-node holds a CU

	Complexity
	Functions supported in IAB node
	MT + DU
	MT + DU + CU + UPF


In Architecture 1a and 1b, IAB node which supports MT and DU functions has only F1 interface to donor, while it which supports MT, gNB and UPF functions has NG and Xn interfaces in Architecture 2a. So, IAB node in Architecture 2a is more complicated than one in Architecture 1a and 1b. For packet forwarding during handover between IAB nodes, in Architecture 1a and 1b, packet forwarding are only necessary for inter-CU handover. On the other hand, in Architecture 2a, since IAB node has gNB function, whenever handover between IAB nodes is performed, packet forwarding is needed.
Observation 5: From complexity point of view, Architecture 1a and 1b have an advantage because the number of termination points and functions which IAB node supports, and the cases of packet forwarding during handover between IAB nodes are smaller than Architecture 2a.

2.5 Processing
For processing, the comparison among IAB architectures is described as follows.
	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Processing 
	Packet processing in intermediate IAB-nodes
	Lower

No BH PDCP processing
	Higher

BH PDCP has to be processed on every BH interface

	Processing
	Core network signalling during topology adaptation
	Lower

No UPF or GW has to be configured on IAB-donor or IAB-node.
	Slightly higher 
For inter-CU topology adaption, UPF or GW has to be configured on IAB-donor for topology adaptation
	Higher 
For any topology adaption, establishing new BH link, UPF or GW has to be configured on IAB-donor for topology adaptation


If it is possible to reduce processing in intermediate IAB nodes or during topology adaptation, this can help IAB network which must support multi-hop. In this respect, Architecture 1a seems quite appropriate because there is no backhaul PDCP processing in intermediate IAB nodes and no core network signaling to configure UPF on IAB donor and IAB node.
Observation 6: From reducing processing point of view, Architecture 1a seems quite appropriate.
2.6 Performance
For performance, the comparison among IAB architectures is denotes as follows.
	Classification
	KPI 
	Architecture 1a
	Architecture 1b
	Architecture 2a

	Performance
	CN signaling overhead due to UE mobility
	Lower

No CN signaling for intra-donor CU node mobility
 
	Higher

CN signaling for intra-donor mobility

	Performance
	Protocol overhead
	BH link contains PHY-MAC-RLC (potentially also IP-UDP-GTP-U)
	BH connection contains MAC-RLC-PDCP-SDAP-IP-UDP-GTP-U

	Performance
	Core network signalling overhead
	Only during IAB-node integration and inter-CU RLF recovery.
	Also, during every topology adaptation procedure that establishes or releases a BH link.

	Performance
	RRC latency
	Higher

Multi-hop to donor
	Lower

Single hop to parent 

	Performance
	Packet processing overhead
	Smaller 

since there is no PDCP/SDAP stack to be processed for backhauling.
	Slightly higher 

since PDCP/SDAP stack needs to be processed for backhauling on access IAB-node and IAB-donor.
	Higher 

since PDCP/SDAP stack needs to be processed for backhauling on each hop.


Considering minimization of core network signaling, Architecture 1a and 1b have an advantage than Architecture 2a because there is no core network signaling for intra-donor CU mobility and there is core network signaling overhead only during IAB node integration and inter-CU RLF recovery. From protocol overhead and packet processing overhead point of view, Architecture 1a has the smallest overhead than others. It is because backhaul link contains PHY, MAC and RLC layers.
Observation 7: Architecture 1a has the smallest core network signaling overhead, protocol overhead and packet processing overhead than others.
Based on above observations, the following proposal is suggested:
Proposal: Architecture 1a should be selected for future work.
3. Conclusion
In this contribution, we focused on which architecture should be selected for future work based on agreed comparison and provided our view on it. The following proposal is kindly suggested to RAN3:
Proposal: Architecture 1a should be selected for future work.
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