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1	Introduction
[bookmark: _GoBack]The current TR 38.874 v0.6.0 contains requirements on topology adaptivity to support the possibility of reconfiguring the backhaul network under circumstances such as blockage or local congestion without discontinuing services for UEs. 
The issue of path adaptation in the case of a single path topology is discussed in R3-184693. Additionally, in R3-184934 methods for enabling multipath are introduced. This paper focuses on reusing F1 functionality for supporting fast seamless mobility/redundancy and load balancing. The solutions are applicable to CP architecture 1a, alternative 4.
2 	Topology adaptation using multiple paths
2.1 	Overview
In R3-184934, we discussed how to enable the setup of multiple paths for an IAB node. This was based on either using a single MT or dual MT functions. As a result of such setup, the IAB node will have access to multiple paths associated with different adaptation layer addresses and routing. 
In architecture alternatives based on using the full F1 stack to the IAB node (e.g. alternative 4), the adaptation layer addresses for the IAB nodes can be seen as separate L2 address or L2 interfaces. Thus, it is possible to associate separate IP addresses to each L2 adaption layer address. Doing this makes it possible to reuse existing F1 functionality for supporting multiple paths. 
To support this functionally, the IAB node will support multiple backhaul RLC channels going to different IAB nodes or donor DUs. The backhaul RLC channels will be associated with different adaptation layer addresses providing a separate L2 path to the donor DU. See example in Figure 1 below:


Figure 1: Example of multipath (double path) connectivity for an IAB node 

In the example above, the IAB0 node supports two MTs, which connect separately and get their own IP address and Adaptation layer address. The solution also supports the case of multiple donor DUs or if the intermediate IAB nodes also has multiple routes (see below). It could be up to network configuration on how many routes to configure to each IAB node. Each route that is used will be assigned a separate IP address and Adaptation layer address (layer 2). 


Figure 1: Example of multi path (triple path) connectivity for an IAB node 


[bookmark: _Toc521583421][bookmark: _Toc521583729][bookmark: _Toc521597603]Multiple paths should be associated with different L2 adaption layer IAB addresses, which, in turn, can be associated with multiple IP address. 
[bookmark: _Toc521583422][bookmark: _Toc521583730][bookmark: _Toc521597604]The number of paths which are setup to an IAB node could be based on network configuration. 
2.2	Supporting multiple path reusing existing F1 e2e functions
As discussed in section 2.2, the IAB node DU function can get assigned multiple IP addresses. Each IP address can be associated with a separate path, which, in turn, is associated with separate IAB node Adaptation Layer address (L2 address).
This makes it possible to reuse existing F1 functionality for supporting multiple paths e.g. 
· SCTP multi-homing can be used to support path redundancy, enabling seamless control connectivity in case one path goes down.
· If there is a desire to load-balance UE and Non-UE associated signaling over multiple paths, it is also possible to reuse existing F1-AP multiple SCTP functionality. 
· In the user plane, it is possible perform load balancing and failover by reassigning GTP TEIDs. E.g. if one path dies, the DU function can use CP signaling over the remaining path(s) to move all GTP tunnels to the remaining paths. 
[bookmark: _Toc521583423][bookmark: _Toc521583731][bookmark: _Toc521597605]Existing F1 application/transport layer functionality (e.g. F1-AP, SCTP, GTP) should be reused to support multiple paths including seamless failover and load balancing.
Proposal 4         Agree to the TP to TR 38.874, presented in Section 4.
3 	Conclusion
This contribution makes the following proposals:
Proposal 1	Multiple paths should be associated with different L2 adaption layer IAB addresses, which, in turn, can be associated with multiple IP address.
Proposal 2	The number of paths which are setup to an IAB node could be based on network configuration.
Proposal 3	Existing F1 application/transport layer functionality (e.g. F1-AP, SCTP, GTP) should be reused to support multiple paths including seamless failover and load balancing.
Proposal 4       Agree to the TP to TR 38.874, presented in Section 4.
4 	Text proposal to TR 38.874
[bookmark: _Toc520296478]8.3.4	CP alternatives for architecture 1a
<<skip to architecture 4 description>>



Figure 8.3.4 - 4: Example for alternative 4 of architecture 1a. 4a: UE’s RRC, 4b: MT’s RRC, 4c: DU’s F1-AP 
Alternative 4: 
Figure 8.3.4 - 4 shows protocol stacks for UE’s RRC, MT’s RRC and DU’s F1-AP for alternative 4. In these examples, the adaptation layer resides on top of RLC and carries an IP-layer as discussed in section 8.2.2. This alternative has the following main features:
· The IP-layer carried by adapt is connected to the fronthaul’s IP-plane through a routing function at the IAB-donor DU. On this IP-layer, all IAB-nodes hold IP-addresses, which are routable from the IAB-donor CU-CP.
· IP address assignment to the IAB node could be based IPv6 Neighbour Discovery Protocol where the DU act as an IPv6 router sending out ICMPv6 Router Advertisement over 1 or more backhaul bearer towards the IAB node. Other methods are not excluded.
· In case the IAB node has been configured with multiple paths for redundancy and/or load balancing the different paths can be associated with different Adaptation layer addresses and IP addresses. Existing F1-C functionality such as SCTP multi-homing could be used to provide seamless path switch in case one path is broken.
· The extended IP-plane allows native F1-C to be used between IAB-node DU and IAB-donor CU-CP. Signalling traffic can be prioritized on this IP routing plane using DSCP markings in compliance with TS 38.474. 
· F1-C is protected via NDS, e.g. via D-TLS, as established by S3-181838.
· The UE’s and the MT’s RRC use SRB, which is carried over F1-C in compliance with TS 38.470. 
[bookmark: _In-sequence_SDU_delivery]
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