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1
Introduction
This contribution analyses the “RAN3-AP” (i.e. NGAP, or F1AP) interface management for Regenerative satellite based NG-RAN architecture option, when gNB (or gNB-DU) is on the satellite, and the AMF (or gNB-CU) is on the ground. 
2
Discussion

In Regenerative satellite based NG-RAN architecture option, the RAN3-AP interface between the network entity on the satellite and the network entity on the ground need to be managed appropriately. 
· For architecture option with gNB-DU on satellite, the “RAN3-AP” interface is the F1AP interface between the gNB-DU on the satellite, and the gNB-CU on the ground.

· For architecture option with gNB on satellite, the “RAN3-AP” interface is the NGAP interface between the gNB on the satellite, and the AMF on the ground. 

2.1
Architecture option with gNB-DU on satellite:
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Figure 5.3-6: NG-RAN with a regenerative satellite based on gNB-DU

As the satellite moves out of a specific geographic area, the satellite/gNB-DU will loose the connection with current NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:
· Case 1: the satellite remains in the coverage area of current gNB-CU. 

To use the new NTN Gateway for the SCTP with the current gNB-CU, the satellite/gNB-DU has to use a new IP address that is anchored in the NTN Gateway. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB-DU may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current gNB-CU using the current IP address. The F1 interface remains unaffected after the satellite/gNB-DU connects to current gNB-CU via the new NTN Gateway.
· Case 2: the satellite moves into a coverage of a new gNB-CU. 
The satellite/gNB-DU need to setup the new F1 with the new gNB-CU. There are some issues that need to be further studied:

· Issue 1: How to handle the F1 connection with the old gNB-CU?

There is no F1 release procedure. It is unclear whether the gNB-CU/DU can use the indication from the SCTP layer, e.g. the satellite/gNB-DU initiates a SCTP Shutdown before it leaves the old gNB-CU. This should be treated differently than the abnormal case, e.g. satellite/gNB-DU lost the connection with the gNB-CU due to bad satellite radio connection. 

· Issue 2: how to setup the F1 connection with the new gNB-CU?

According to current F1AP, one DU can only connect to one CU. It is not possible for the DU to setup the F1 with the new CU, while still keep the F1 with the old CU. Further study may be studied.  

Proposal 1: For architecture option with gNB-DU on satellite, RAN3 to study how to handle the F1 connection with the old gNB-CU, and how to setup the F1 connection with the new gNB-CU. 
2.2
Architecture option with gNB on satellite:
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Figure 5.3-1: NG-RAN with a regenerative satellite based on gNB

As the satellite moves out a specific geographic area, the satellite may be out of the serving area of the NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:

· Case 1: the satellite remains in the coverage area of current AMF. 

To use the new NTN Gateway for the SCTP with the current AMF, the satellite/gNB has to use a new IP address that is anchored in the NTN Gateway. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current AMF using the current IP address. The NG interface remains unaffected after the satellite/gNB connects to current AMF via the new NTN Gateway.

· Case 2: the satellite moves into a coverage of a new AMF. 

The satellite/gNB need to setup the connection with a new AMF. 
· How to handle the NG connection with the old AMF?
There is no NG release procedure. It is unclear whether the gNB/AMF can use the indication from the SCTP layer, e.g. the satellite/gNB initiates a SCTP Shutdown before it leaves the old AMF. This should be treated differently than the abnormal case, e.g. satellite/gNB lost the connection with the AMF due to bad satellite radio connection. 
· How to setup the NG connection with the new AMF?
A gNB can setup NG connection with multiple AMFs. So it is possible that the satellite/gNB setup the NG with the new AMF, while still keep the NG with the old AMF. This may not be an issue. 
Proposal 2: For architecture option with gNB on satellite, RAN3 to study how to handle the NG connection with the old AMF.
2.3
Physical cell IDs, neighbour relationships and Xn

In terrestrial networks the relationships between cells are not changing except when new cells are added to the network, when cells are being removed or when something changes in the environment, like new building appearing. These are slow changes and do not happen on a minute or daily basis. In NTN cells are moving and the neighbour cell relationships may change on minutes basis. In case of LEO and MEO the changes are predictable, whereas in case of HAPs, they may even be unpredictable. These fast dynamic changes of the neighboring cell relationships have a number of impacts: 

· PCI planning: moving cells can create PCI conflicts, namely PCI collisions (when two cells with the same PCI become direct neighbors) and PCI confusion (when two cells with same PCI become neighbors of one cell). The result of those PCI conflicts can be radio link failures (PCI collision) or handover failures (PCI confusion). Unfortunately, it is not always possible to detect that the root cause of those failures were a PCI problem, and not another mobility problem. PCI problems can be avoided by two principle methods

· If there are less cells than PCIs, then we can certainly assign unique PCIs. Similarly, if we can partition the cells into groups, where we can guarantee that groups are sufficiently spatially separated, we can partition th PCIs appropriately and assign unique PCIs within the groups.

· The latter may not always be possible. In those cases we have to regularly verify whether the PCI allocation is still appropriate and replan PCIs otherwise.

· Missing neighbour relationships: even if PCI problems are perfectly avoided, the new (unknown) relations may cause handover problems. For a typical handover, the UEs report the (non-unique) PCI of a potential target cell. The cell maintains a neighbour-relation-table (NRT) which maps the received PCI to the global ECGI which than can be used to initiate the handover towards this target. With moving cells, it may happen that the reported PCI is not (yet) part of the NRT (or that it is part, but it points to a different target which would again represent a PCI confusion case). In this case, the source cell cannot resolve the PCI and does not know to which cell a handover shall be initiated. As a solution, it may ask the UE to report the ECGI (which may not always be possible), or it may try to resolve the PCI by help of operation and maintenance center. Most terrestrial networks support features for automatic neighbour relations (ANR), those seem to be extremely important for NTN, and they may have stricter requirements in terms of dynamics. Finally, it should be mentioned that neighbour relations are also used for other self-optimization features, those have obviously to be reviewed as well.

· Xn interfaces: very related to neighbour relations, management of Xn interfaces also has to be more dynamic, when the gNB-CU function is on the satellite.

Observation 1: Due to the movement of the satellites and of the 5G NR cells, neighbour cell relationships become dynamic, impacting PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
Proposal 3: Due to the movement of the satellites and of the 5G NR cells, RAN3 to study the issues on neighbour cell relationship in considering the impact to PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
3
Conclusions
In this contribution we have analysed the mobility issues for Non Terrestrial Network with earth-fixed beam. Our observations and proposals are: 

Proposal 1: For architecture option with gNB-DU on satellite, RAN3 to study how to handle the F1 connection with the old gNB-CU, and how to setup the F1 connection with the new gNB-CU. 

Proposal 2: For architecture option with gNB on satellite, RAN3 to study how to handle the NG connection with the old AMF.
Observation 1: Due to the movement of the satellites and of the 5G NR cells, neighbour cell relationships become dynamic, impacting PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
Proposal 3: Due to the movement of the satellites and of the 5G NR cells, RAN3 to study the issues on neighbour cell relationship in considering the impact to PCI allocation, handover performance, self-optimization methods and usage of Xn interface.
We propose to capture the issue in the TR. (refer to the TP at the end of this contribution) 
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8.y
Interface management between satellite and network entity on the ground
8.y.1
Interface magament for Architecture option with gNB-DU on satellite:
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Figure 5.3-6: NG-RAN with a regenerative satellite based on gNB-DU

As the satellite moves out of a specific geographic area, the satellite/gNB-DU will loose the connection with current NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:

· Case 1: the satellite remains in the coverage area of current gNB-CU. 

To use the new NTN Gateway for the SCTP with the current gNB-CU, the satellite/gNB-DU has to use a new IP address that is anchored in the NTN Gateway. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB-DU may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current gNB-CU using the current IP address. The F1 interface remains unaffected after the satellite/gNB-DU connects to current gNB-CU via the new NTN Gateway.

· Case 2: the satellite moves into a coverage of a new gNB-CU. 

The satellite/gNB-DU need to setup the new F1 with the new gNB-CU. There are some issues that need to be further studied:

· Issue 1: How to handle the F1 connection with the old gNB-CU?

There is no F1 release procedure. It is unclear whether the gNB-CU/DU can use the indication from the SCTP layer, e.g. the satellite/gNB-DU initiates a SCTP Shutdown before it leaves the old gNB-CU. This should be treated differently than the abnormal case, e.g. satellite/gNB-DU lost the connection with the gNB-CU due to bad satellite radio connection. 

· Issue 2: how to setup the F1 connection with the new gNB-CU?

According to current F1AP, one DU can only connect to one CU. It is not possible for the DU to setup the F1 with the new CU, while still keep the F1 with the old CU. Further study may be studied.  

8.y.2
Interface magament for Architecture option with gNB on satellite:
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Figure 5.3-1: NG-RAN with a regenerative satellite based on gNB

As the satellite moves out a specific geographic area, the satellite may be out of the serving area of the NTN Gateway, and needs to connect to a new NTN Gateway. There are two further cases:

· Case 1: the satellite remains in the coverage area of current AMF. 

To use the new NTN Gateway for the SCTP with the current AMF, the satellite/gNB has to use a new IP address that is anchored in the NTN Gateway. This may results the termination of the existing STCP, and setup a new SCTP using the new IP address. Alternatively, the satellite/gNB may use Mobile IP, or Proxy Mobile IP to maintain the SCTP with the current AMF using the current IP address. The NG interface remains unaffected after the satellite/gNB connects to current AMF via the new NTN Gateway.

· Case 2: the satellite moves into a coverage of a new AMF. 

The satellite/gNB need to setup the connection with a new AMF. 

· How to handle the NG connection with the old AMF?

There is no NG release procedure. It is unclear whether the gNB/AMF can use the indication from the SCTP layer, e.g. the satellite/gNB initiates a SCTP Shutdown before it leaves the old AMF. This should be treated differently than the abnormal case, e.g. satellite/gNB lost the connection with the AMF due to bad satellite radio connection. 

· How to setup the NG connection with the new AMF?

A gNB can setup NG connection with multiple AMFs. So it is possible that the satellite/gNB setup the NG with the new AMF, while still keep the NG with the old AMF. This may not be an issue. 

