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1
Introduction

In the last meeting, the issue of TNL ADDRESS ALLOCATION is deeply discussed. 

After offline discussion, no agreement was achieved.

# 64_TNL_address_alloc

-  clarify call flow for disaggregated case comparing all potential candidates

- can ZTE proposal be adopted? (seems beneficial to reuse existing signaling?)

- if there are technical showstoppers with reusing current signaling, there seems to be consensus for E/// / QC solution?

- focus on QoS flow level offloading?

In the summary of R3-186186, two drawbacks of pre-allocation solution were raised. In this paper, we further analyse them and give our enhanced solution.
2
Discussion

2.1
Technical issues of pre-allocation (i.e., solution 2)
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Figure 1: Solution 2
Issue 1: Load balancing

	Different TNL address is associated with different physical resource (e.g. board/interface/path), which may have different load and capacity. In solution 2, the physical resource for each flow is allocated together with TNL address before SN Addition/Modification Request is sent to SN. But, SN doesn’t have such physical resource information of the MN TNL addresses. So, SN has to blindly make decision on flow-DRB mapping and TNL address selection for each DRB. Sub-optimal decision impacts the UP performance and load balancing.

In solution 1, physical resource (board/interface/path) allocation for each TNL/DRB is determined by MN after SN Addition/Modification Request Acknowledge is received. MN has full information and can make optimal decision on resource allocation.


In R3-185490, pre-allocated MN DL TNL addresses are per QoS flow, so issue 1 seems reasonable, although it can be avoided by network implementation.

This issue of load balancing can be well resolved by pre-allocated MN DL TNL address for all QoS flows. In other word, we do not allocate DL address with 1-1 mapping relation between each address and each QoS flow. Instead, we allocate a list of MN DL TNL address pool for all QoS flows.

Step 1: Based on this enhancement, the MN sends a list of candidate MN DL TNL addresses (maximum number is the QoS flow number) by SN addition request message;

Step2: Then the SN selects suitable MN DL TNL address from the address pool to each DRB after DRB-QoS flow mapping. 

Step 3: Since the MN no longer determines the physical resource (i.e., TNL/QoS flow) in the SN addition request message, at the end, after receiving SN addition request ACK message from SN, the MN determines the physical resource (board/interface/path) allocation.
Proposal 1: The MN allocate a list of MN DL TNL addresses for all QoS flows by SN addition request message, the SN selects suitable MN DL TNL address for each DRB after DRB/QoS mapping, then the MN determinates the physical resource (board/interface/path) allocation for each DRB after receiving SN Addition request ACK message.
Issue 2: Over-allocation of TNL addresses

	The MN has to over-allocate more DL MCG UP TNL addresses than actually needed (if DRB number is smaller than the QoS flow number) and release the excess TNL address late on. This complicates TNL address management but should not be a big problem in good implementation.


As stated in In R3-185490, after the physical resource (board/interface/path) allocation for each DRB, the MN locally removes over-allocated DL TNL addresses, which mechanism we have also done for PDU Session Resource Setup procedure in NG interface. Moreover, since the maximum number of DRB ID is 32, the maximum number of MN DL TNL address is the min (32, maximum of QoS flows). 
In conclusion, it does not make sense for the MN to over-allocate MN DL TNL addresses.
Proposal 2: After receiving SN addition request ACK message from SN, the MN locally removes the unused MN DL TNL addresses.

2.2
Performance (i.e., Solution 1)
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Figure 2: Solution 1

Issue 1: latency

	Add MN DL TNL addresses per DRB in Data Forwarding Address Indication message (or two new class 2 messages).


In Xn, compared to Solution 2, the Solution 1 needs to add either one class 1 message or two class 1 messages. Besides, in E1, Solution 1 also has to add two class 1 messages (i.e., Bearer Context Modification procedure).

In conclusion, in order to support MN DL TNL address allocation, Solution 1 needs 7-8 messages, while Solution 2 needs 4 messages.

Observation 1: For supporting MN DL TNL address allocation, Solution 1 needs double messages than Solution 2 does (i.e., Solution 1 = 7-8 messages, Solution 2 = 4 messages).
Issue 2: Normative work
In Solution 1, there are at least 3 methods on the table for the MN to allocate MN DL TNL address after receiving SN addition/modification request ACK message.
Reusing Data Forwarding Address Indication including some modification

Reusing MN modification procedure including some modification 

New class 2 message (e.g., S-NG-RAN node Bearer Setup Complete)

Firstly the above 3 methods shall be down selected. Secondly, the new procedure/message for TNL address allocation shall be decided either before or after Uu Reconfiguration procedure. Thirdly, its impact on both Xn and E1 shall be evaluated.

Observation 2: Compared to Solution 2, Solution 1 needs much more normative work, e.g., down selection class1 or class2, sequence, E1 impact.
3
Conclusion

Proposal 1: The MN allocate a list of MN DL TNL addresses for all QoS flows by SN addition request message, the SN selects suitable MN DL TNL address for each DRB after DRB/QoS mapping, then the MN determinates the physical resource (board/interface/path) allocation for each DRB after receiving SN Addition request ACK message.
Proposal 2: After receiving SN addition request ACK message from SN, the MN locally removes the unused MN DL TNL addresses.

Observation 1: For supporting MN DL TNL address allocation, Solution 1 needs double messages than Solution 2 does (i.e., Solution 1 = 7-8 messages, Solution 2 = 4 messages).

Observation 2: Compared to Solution 2, Solution 1 needs much more normative work, e.g., down selection class1 or class2, sequence, E1 impact.

Based on the above observation and proposals, we further provide corresponding TP as below.

4
Text Proposal (TS 38.423)

	START of CHANGE


8.3.1
S-NG-RAN node Addition Preparation

Editor’s Note: Dual Connectivity is not complete and is targeted for completion in December 2018, all the text of section 8.3.1 is FFS.

8.3.1.1
General

The purpose of the S-NG-RAN node Addition Preparation procedure is to request the S-NG-RAN node to allocate resources for dual connectivity operation for a specific UE.
The procedure uses UE-associated signalling.

8.3.1.2
Successful Operation
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Figure 8.3.1.2-1: S-NG-RAN node Addition Preparation, successful operation

The M-NG-RAN node initiates the procedure by sending the S-NODE ADDITION REQUEST message to the S-NG-RAN node.

When the M-NG-RAN node sends the S-NODE ADDITION REQUEST message, it shall start the timer TXnDCprep.

The allocation of resources according to the values of the Allocation and Retention Priority IE included in the PDU Session Level QoS Parameters IE shall follow the principles specified for the PDU Session Resource Setup procedure in TS 38.413 [5].
The S-NG-RAN node shall choose the ciphering algorithm based on the information in the UE Security Capabilities IE and locally configured priority list of AS encryption algorithms and apply the key indicated in the S-NG-RAN node Security Key IE as specified in TS 33.501 [28].

If the Additional QoS Flow Information IE is included in the S-NODE ADDITION REQUEST message, the S-NG-RAN node shall behave the same as the NG-RAN node in the PDU Session Resource Setup procedure, specified in TS 38.413 [5].

If the S-NODE ADDITION REQUEST message contains the Selected PLMN IE, the S-NG-RAN node may use it for RRM purposes.

If the S-NODE ADDITION REQUEST message contains the Expected UE Behaviour IE, the S-NG-RAN node shall, if supported, store this information and may use it to optimize resource allocation.

If the S-NODE ADDITION REQUEST message contains the Handover Restriction List IE, the S-NG-RAN node, if supported, shall store this information and use it to select an appropriate SCG.

If the S-NODE ADDITION REQUEST message contains the Index to RAT/Frequency Selection Priority IE, the S-NG-RAN node may use it for RRM purposes.

The S-NG-RAN node shall report to the M-NG-RAN node, in the S-NODE ADDITION REQUEST ACKNOWLEDGE message, the result for all the requested PDU session resources in the following way:

-
A list of PDU session resources which are successfully established shall be included in the PDU Session Resources Admitted To Be Added List IE.

-
A list of PDU session resources which failed to be established shall be included in the PDU Session Resources Not Admitted List IE.
Upon reception of the S-NODE ADDITION REQUEST ACKNOWLEDGE message the M-NG-RAN node shall stop the timer TXnDCprep.
Upon reception of the S-NODE ADDITION REQUEST ACKNOWLEDGE message the M-NG-RAN node should remove the Suggested M-Node DL MCG UP TNL Information which is not used by S-NG-RAN node.
The S-NG-RAN node may include for each bearer in the DRBs To Be Setup List IE in the S-NODE ADDITION REQUEST ACKNOWLEDGE message the PDCP SN Length IE to indicate the PDCP SN length for that DRB.
If the S-NG-RAN node UE XnAP ID IE is contained in the S-NODE ADDITION REQUEST message, the S-NG-RAN node shall, if supported, store this information and use it as defined in TS 37.340 [8].

If the S-NODE ADDITION REQUEST message contains the PDCP SN Length IE, the S-NG-RAN node shall, if supported, store this information and use it as specified in the TS 37.340 [32].
Interactions with the S-NG-RAN node Reconfiguration Completion procedure:

If the S-NG-RAN node admits at least one PDU session resource, the S-NG-RAN node shall start the timer TXnDCoverall when sending the S-NODE ADDITION REQUEST ACKNOWLEDGE message to the M-NG-RAN node. The reception of the S-NODE RECONFIGURATION COMPLETE message shall stop the timer TXnDCoverall.

	Next CHANGE


8.3.3
M-NG-RAN node initiated S-NG-RAN node Modification Preparation

Editor’s Note: Dual Connectivity is not complete and is targeted for completion in December 2018, all the text of section 8.3.3 is FFS.

8.3.3.1
General

This procedure is used to enable an M-NG-RAN node to request an S-NG-RAN node to either modify the UE context at the S-NG-RAN node or to query the current SCG configuration for supporting delta signalling in M-NG-RAN node initiated S-NG-RAN node change, or to provide the S-RLF-related information to the S-NG-RAN node.

The procedure uses UE-associated signalling.

8.3.3.2
Successful Operation
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Figure 8.3.3.2-1: M-NG-RAN node initiated S-NG-RAN node Modification Preparation, successful operation
The M-NG-RAN node initiates the procedure by sending the S-NODE MODIFICATION REQUEST message to the S-NG-RAN node.

When the M-NG-RAN node sends the S-NODE MODIFICATION REQUEST message, it shall start the timer TXnDCprep.

The S-NODE MODIFICATION REQUEST message may contain

-
within the UE Context Information IE;

-
PDU session resources to be added within the PDU Session Resources To Be Added Item IE;

-
PDU session resources to be modified within the PDU Session Resources To Be Modified Item IE;

-
PDU session resources to be released within the PDU Session Resources To Be Released Item IE;

-
the S-NG-RAN node Security Key IE;

-
the S-NG-RAN node UE Aggregate Maximum Bit Rate IE;

-
the M-NG-RAN node to S-NG-RAN node Container IE;

-
the SCG Change Indication IE;

-
the SCG Configuration Query IE;

-
the Requested split SRBs IE;

-
the Requested split SRBs release IE.

If the S-NODE MODIFICATION REQUEST message contains the Selected PLMN IE, the S-NG-RAN node may use it for RRM purposes.

If the S-NODE MODIFICATION REQUEST message contains the Handover Restriction List IE, the S-NG-RAN node shall 
-
replace the previously provided Handover Restriction List by the received Handover Restriction List in the UE context;

-
use this information to select an appropriate SCG.

If the S-NG-RAN node UE Aggregate Maximum Bit Rate IE is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall:

-
replace the previously provided S-NG-RAN node UE Aggregate Maximum Bit Rate by the received S-NG-RAN node UE Aggregate Maximum Bit Rate in the UE context;

-
use the received S-NG-RAN node UE Aggregate Maximum Bit Rate for non-GBR Bearers for the concerned UE as defined in TS 37.340 [8].

If the S-NODE MODIFICATION REQUEST message contains the Index to RAT/Frequency Selection Priority IE, the S-NG-RAN node may use it for RRM purposes.

The allocation of resources according to the values of the Allocation and Retention Priority IE included in the PDU Session Level QoS Parameters IE shall follow the principles specified for the PDU Session Resource Setup procedure in TS 38.413 [5].
If the Additional QoS Flow Information IE is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall behave the same as the NG-RAN node in the PDU Session Resource Setup procedure, specified in TS 38.413 [5].

If at least one of the requested modifications is admitted by the S-NG-RAN node, the S-NG-RAN node shall modify the related part of the UE context accordingly and send the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message back to the M-NG-RAN node. 

The S-NG-RAN node shall include the PDU sessions for which resources have been either added or modified or released at the S-NG-RAN node either in the PDU Session Resources Admitted To Be Added List IE or the PDU Session Resources Admitted To Be Modified List IE or the PDU Session Resources Admitted To Be Released List IE. The S-NG-RAN node shall include the PDU sessions that have not been admitted in the PDU Session Resources Not Admitted List IE with an appropriate cause value.

If the PDU Session level QoS parameter IE is included in the S-NODE MODIFICATION REQUEST message for an PDU session resource to be modified the S-NG-RAN node shall allocate respective resources and provide corresponding radio configuration information within the S-NG-RAN node to M-NG-RAN node Container IE as specified in TS 37.340 [8].

If the S-NODE MODIFICATION REQUEST message contains for an PDU session resource to be modified which is configured with the SCG bearer option, the NG UL UP Address IE the S-NG-RAN node shall use it as the new UL NG-U address.

If the S-NODE MODIFICATION REQUEST message contains for an PDU session resource to be modified which is configured with the split bearer option, the M-NG-RAN node UP Address IE the S-NG-RAN node shall use it as the new UL Xn-U address.

For an PDU session resource to be modified which is configured with the SCG bearer option the S-NG-RAN node may include in the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message the NG DL UP Address IE.

For an PDU session resource to be modified which is configured with the split bearer option the S-NG-RAN node may include in the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message the S-NG-RAN node UP Address IE.

If the SCG Change Indication IE is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall act as specified in TS 37.340 [8].

Upon reception of the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message the M-NG-RAN node shall stop the timer TXnDCprep. If the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message has included the S-NG-RAN node to M-NG-RAN node Container IE the M-NG-RAN node is then defined to have a Prepared S-NG-RAN node Modification for that Xn UE-associated signalling. 
Upon reception of the S-NODE MODIFICATION REQUEST ACKNOWLEDGE message the M-NG-RAN node should remove the Suggested M-Node DL MCG UP TNL Information which is not used by S-NG-RAN node.
If the SCG Configuration Query IE is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall provide corresponding radio configuration information within the S-NG-RAN node to M-NG-RAN node Container IE as specified in TS 37.340 [8].
If the S-NODE MODIFICATION REQUEST message contains the Requested Split SRBs IE, the S-NG-RAN node may use it to add split SRBs. If the S-NODE MODIFICATION REQUEST message contains the Requested Split SRBs release IE, the S-NG-RAN node may use it to release split SRBs.
If the Lower Layer presence status change IE set to "release lower layers" is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall act as specified in 37.340 [8].
If the Lower Layer presence status change IE set to "re-establish lower layers" is included in the S-NODE MODIFICATION REQUEST message, the S-NG-RAN node shall act as specified in 37.340 [8].
If the S-NODE ADDITION REQUEST message contains the PDCP SN Length IE, the S-NG-RAN node shall, if supported, store this information and use it as specified in the TS 37.340 [32].
The S-NG-RAN node may include for each bearer in the DRBs To Be Setup List/DRBs To Be Modified List IE in the S-NODE ADDITION REQUEST ACKNOWLEDGE message the PDCP SN Length IE to indicate the PDCP SN length for that DRB.
	Next CHANGE


9.2.1.5
PDU Session Resource Setup Info – SN terminated

Editor’s Note: Dual Connectivity is not complete and is targeted for completion in December 2018, the content of this section is FFS.

This IE contains information for the addition of S-NG-RAN node resources related to a PDU session for DRBs configured with an SN terminated bearer option.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	UL NG-U UP TNL Information at UPF
	M
	
	UP Transport Layer Information 9.2.3.30
	UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	–
	

	PDU Session Type
	M
	
	9.2.3.19
	
	–
	

	QoS Flows To Be Setup List
	
	1
	
	
	–
	

	>QoS Flows To Be Setup Item IEs
	
	1 ..  <maxnoofQoSFlows>
	
	
	EACH
	reject

	>>QoS Flow Indicator 
	M
	
	9.2.3.10
	
	–
	

	>>QoS Flow Level QoS Parameters 
	M
	
	9.2.3.5
	For GBR QoS flows, this IE contains GBR QoS flow information as received at NG-C 
	–
	

	>>Offered GBR QoS Flow Information 
	O
	
	GBR QoS Flow Information

9.2.3.6
	This IE contains M-Node offered GBR QoS Flow Information. 
	–
	

	DL Forwarding
	O
	
	9.2.3.34
	This IE may need to be refined. Placeholder IE only.
	–
	

	Security Indication
	O
	
	9.2.3.52
	
	–
	

	Suggested MN DL MCG UP TNL Information List 
	
	0.. 1
	
	
	YES
	reject

	> MN DL MCG UP TNL Information Item
	
	1 .. <min (32, maxnoofQoSFlows)>
	
	
	EACH
	reject

	>> MN DL MCG UP TNL Information 
	M
	
	UP Transport Layer Information 9.2.3.30
	M-NG-RAN node GTP-U tunnel endpoint of the DRB’s Xn transport at its Lower Layer MCG resource. For delivery of DL PDUs.
	–
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows. Value is 64


	Next CHANGE


9.2.1.6
PDU Session Resource Setup Response Info – SN terminated

Editor’s Note: Dual Connectivity is not complete and is targeted for completion in December 2018, the content of this section is FFS.

This IE contains the result of the addition of S-NG-RAN node resources related to a PDU session for DRBs configured with an SN terminated bearer option.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	NG-U DL UP TNL Information at NG-RAN
	M
	
	UP Transport Layer Information 9.2.3.30
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	

	DRBs To Be Setup List
	
	1
	
	
	–
	

	>DRBS to Be Setup Item IEs
	
	1 ..  <maxnoof DRBs>
	
	
	EACH
	reject

	>>DRB ID
	M
	
	9.2.3.33
	
	–
	

	>>SN UL PDCP UP TNL Information
	M
	
	UP Transport Layer Information 9.2.3.30
	S-NG-RAN node endpoint of a DRB’s Xn transport bearer at its PDCP resource. For delivery of UL PDUs.
	–
	

	>>PDCP SN Length
	O
	
	9.2.3.63
	Indicates the PDCP SN length of the DRB.
	–
	

	>>QoS Flows To Be Setup List
	
	1
	
	Editor’s Note: It is FFS whether the corresponding node decides the “overall” QoS based on information of QoS flows mapped to it and whether mapping info is needed at all.
	–
	

	>>>QoS Flows To Be Setup Item IEs
	
	1 ..  <maxnoof QoS Flows>
	
	
	EACH
	reject

	>>>>QoS Flow Indicator 
	M
	
	9.2.3.10
	
	–
	

	>>>>MCG requested GBR QoS Flow Information 
	O
	
	GBR QoS Flow Information

9.2.3.6
	This IE contains GBR QoS Flow Information necessary for the MCG part. 
	–
	

	>> M-Node DL MCG UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	M-NG-RAN node GTP-U tunnel endpoint of the DRB’s Xn transport at its Lower Layer MCG resource. For delivery of DL PDUs.
	
	

	QoS Flows Not Admitted List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	DL Forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	Identifies the Xn transport bearer used for forwarding of DL PDUs

This IE may need to be refined. Placeholder only.
	–
	

	UL Forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	Identifies the Xn transport bearer used for forwarding of UL PDUs

This IE may need to be refined. Placeholder only.
	–
	


	Range bound
	Explanation

	maxnoofDRBs
	Maximum no. of DRBs allowed towards one UE. Value is 32. 

	maxnoofQoSFlows
	Maximum no. of QoS flows. Value is 64


	Next CHANGE


9.2.1.9
PDU Session Resource Modification Info – SN terminated

Editor’s Note: Dual Connectivity is not complete and is targeted for completion in December 2018, the content of this section is FFS.

This IE contains information related to a PDU session resource for an M-NG-RAN node initiated request to modify DRBs configured with an SN terminated bearer option.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	UL NG-U UP TNL Information at UPF
	O
	
	UP Transport Layer Information 9.2.3.30
	UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	–
	

	QoS Flows To Be Setup List
	
	0..1
	
	
	–
	

	>QoS Flows To Be Setup Item IEs
	
	1 ..  <maxnoofQoSFlows>
	
	
	EACH
	reject

	>>QoS Flow Indicator 
	M
	
	9.2.3.10
	
	–
	

	>>QoS Flow Level QoS Parameters 
	M
	
	9.2.3.5
	For GBR QoS flows, this IE contains GBR QoS flow information as received at NG-C 
	–
	

	>>Offered GBR QoS Flow Information 
	O
	
	GBR QoS Flow Information

9.2.3.6
	This IE contains M-Node offered GBR QoS Flow Information. 
	–
	

	DL Forwarding
	O
	
	9.2.3.34
	This IE may need to be refined. Placeholder only.
	–
	

	QoS Flows To Be Modified List
	
	0..1
	
	
	–
	

	>QoS Flows To Be Modified Item IEs
	
	1 ..  <maxnoofQoSFlows>
	
	
	EACH
	reject

	>>QoS Flow Indicator 
	M
	
	9.2.3.10
	
	–
	

	>>QoS Flow Level QoS Parameters 
	O
	
	9.2.3.5
	For GBR QoS flows, this IE contains GBR QoS flow information as received at NG-C 
	–
	

	>>Offered GBR QoS Flow Information 
	O
	
	GBR QoS Flow Information

9.2.3.6
	This IE contains M-Node offered GBR QoS Flow Information. 
	–
	

	QoS Flows To Be Released List
	
	0..1
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	Suggested MN DL MCG UP TNL Information List 
	
	0.. 1
	
	
	YES
	reject

	> MN DL MCG UP TNL Information Item
	
	1 .. <min (32, maxnoofQoSFlows)>
	
	
	EACH
	reject

	>> MN DL MCG UP TNL Information 
	M
	
	UP Transport Layer Information 9.2.3.30
	M-NG-RAN node GTP-U tunnel endpoint of the DRB’s Xn transport at its Lower Layer MCG resource. For delivery of DL PDUs.
	–
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows. Value is 64.


9.2.1.10
PDU Session Resource Modification Response Info – SN terminated

Editor’s Note: Dual Connectivity is not complete and is targeted for completion in December 2018, the content of this section is FFS.

This IE contains the PDU session resource related result of an M-NG-RAN node initiated request to modify DRBs configured with an SN terminated bearer option.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Sessions Level QoS Parameters
	
	
	OCTET STRING
	Includes QoS parameters to be modified.

This IE may need to be refined.
	–
	

	NG-U DL UP TNL Information at NG-RAN
	O
	
	UP Transport Layer Information 9.2.3.30
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	

	DRBs To Be Setup List
	
	0..1
	
	
	–
	

	>DRBS to Be Setup Item IEs
	
	1 ..  <maxnoof DRBs>
	
	
	EACH
	reject

	>>DRB ID
	M
	
	9.2.3.33
	
	–
	

	>>SN UL PDCP UP TNL Information
	M
	
	UP Transport Layer Information 9.2.3.30
	S-NG-RAN node endpoint of a DRB’s Xn transport bearer at its PDCP resource. For delivery of UL PDUs.
	–
	

	>>PDCP SN Length
	O
	
	9.2.3.63
	Indicates the PDCP SN length of the DRB.
	–
	

	>>QoS Flows To Be Setup List
	
	1
	
	Editor’s Note: It is FFS whether the corresponding node decides the “overall” QoS based on information of QoS flows mapped to it and whether mapping info is needed at all.
	–
	

	>>>QoS Flows To Be Setup Item IEs
	
	1 ..  <maxnoof QoS Flows>
	
	
	EACH
	reject

	>>>>QoS Flow Indicator 
	M
	
	9.2.3.10
	
	–
	

	>>>>MCG requested GBR QoS Flow Information 
	O
	
	GBR QoS Flow Information

9.2.3.6
	This IE contains GBR QoS Flow Information necessary for the MCG part. 
	–
	

	>> M-Node DL MCG UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	M-NG-RAN node GTP-U tunnel endpoint of the DRB’s Xn transport at its Lower Layer MCG resource. For delivery of DL PDUs.
	
	

	DRBs To Be Modified List
	
	0..1
	
	
	–
	

	>DRBS to Be Modified Item IEs
	
	1 ..  <maxnoof DRBs>
	
	
	EACH
	reject

	>>DRB ID
	M
	
	9.2.3.33
	
	–
	

	>>SN UL PDCP UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	S-NG-RAN node endpoint of a DRB’s Xn transport bearer at its PDCP resource. For delivery of UL PDUs.
	–
	

	>>PDCP SN Length
	O
	
	9.2.3.63
	Indicates the PDCP SN length of the DRB.
	–
	

	>>QoS Flows List
	
	1
	
	Overwriting the existing QoS Flow List
	–
	

	>>>QoS Flows Item IEs
	
	1 ..  <maxnoof QoS Flows>
	
	Editor’s Note: It is FFS whether the corresponding node decides the “overall” QoS based on information of QoS flows mapped to it and whether mapping info is needed at all.
	EACH
	reject

	>>>>QoS Flow Indicator 
	M
	
	9.2.3.10
	
	–
	

	>>>>MCG requested GBR QoS Flow Information 
	O
	
	GBR QoS Flow Information

9.2.3.6
	This IE contains GBR QoS Flow Information necessary for the MCG part. 
	–
	

	DRBs To Be Released List
	
	0..1
	
	
	–
	

	>DRBS to Be Released Item IEs
	
	1 ..  <maxnoof DRBs>
	
	
	EACH
	reject

	>>DRB ID
	M
	
	9.2.3.33
	
	–
	

	>>Cause
	O
	
	9.2.3.2
	
	–
	

	QoS Flows Not Admitted to be Added List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	QoS Flows Admitted to be Modified List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	QoS Flows Not Admitted to be Modified List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	QoS Flows Admitted to be Released List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	DL Forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	Identifies the Xn transport bearer used for forwarding of DL PDUs.

This IE may need to be refined. Placeholder only.
	–
	

	UL Forwarding UP TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	Identifies the Xn transport bearer used for forwarding of UL PDUs.

This IE may need to be refined. Placeholder only.
	–
	


	Range bound
	Explanation

	maxnoofDRBs
	Maximum no. of DRBs allowed towards one UE. Value is 32. 

	maxnoofQoSFlows
	Maximum no. of QoS flows. Value is 64.


	END of CHANGE


MN
SgNB-CU-CP
Decides how many DRBs to setup and mapping
SgNB-CU-UP
1. SN Addition Request 
(list of QoS-flows)
2. Bearer Context Setup Request
(list of DRBs with mapped flows)
3. Bearer Context Setup Response
(list of UL TEIDs)
4. SN Addition Request Ack
(list of DRBs and UL TEIDs)
5. Data Forwarding Address Indication (list of DL TEIDs)
6. Bearer Context Modification Request
(list of DL TEIDs)
7. Bearer Context Modifciation Response



MN
SgNB-CU-CP
Decides how many DRBs to setup and mapping. Decides on offered DL TEIDs to use
SgNB-CU-UP
1. SN Addition Request (list of QoS-flows and optional list of ”offered” DL TEIDs)
2. Bearer Context Setup Request
(list of DRBs with mapped flows and DL TEIDs)
3. Bearer Context Setup Response
(list of UL TEIDs)
4. SN Addition Request Ack
(list of DRBs and UL and DL TEIDs used)



M-NG-RAN node
S-NG-RAN node
S-NODE ADDITION REQUEST
S-NODE ADDITION REQUEST ACKNOWLEDGE



M-NG-RAN node
S-NG-RAN node
S-NODE MODIFICATION REQUEST
S-NODE MODIFICATION REQUEST ACKNOWLEDGE



