3GPP TSG-RAN WG3 Meeting #102
R3-186859
Spokane, WA, U.S., 12th - 16th November 2018

Agenda Item:
31.3.1.33
Source:
Ericsson, Interdigital
Title:
RAN sharing with multiple Cell ID broadcast
Document for:
Discussions & Approval

1
Introduction

This paper discusses requirements, scenarios and solutions for RAN sharing with multiple Cell ID broadcast.

This topic was started as a topic on RRC Re-establishment and RAN Sharing, searching for an optimised solution for the fact, that the C-RNTI, which provides the context reference at the old node does not reveal any PLMN specific information.
2
Primer on RAN sharing, deployments and requirements, logical architecture, RAN interfaces and everything
2.1
RAN Sharing
According to TS 23.501 §5.18, 5GS supports MOCN (Multi Operator Core Network) scenario (only), where several operators share RAN resources.
As compared to MOCN defined for 3G and 4G (up to Rel-13), there are 2 kinds of MOCN configurations:

1.
single Cell-ID configuration

2.
multiple Cell-ID configuration

Single Cell-ID configuration refers to the “classical” MOCN configuration, which was defined up to Rel-13 for 3G and 4G. Such configuration foresaw to share not only cell radio resources but also Cell Identifiers and Tracking Area Codes, i.e. the same value for a Cell-ID / TAC was used by all operators, the cells and TAs could be only distinguished globally, i.e. as Cell Global Identities or TAIs, with the PLMN ID prefix. This required operators to co-ordinate those IDs.
Multiple Cell-ID configuration enables overcoming those restrictions: broadcast information associated with a single physical cell resource is able to indicate more than one Cell-ID / TAC pair, each of which associated with an operator’s network.
Observation 1
Multiple Cell-ID configuration removes the need of inter-PLMN co-ordination for Cell-ID and TAC allocation.
2.2 RAN Sharing deployments
Single Cell-ID configuration

The only deployment scenario for the single Cell-ID configuration required and supported was the case where the RAN was owned by a single operator and offered to other operators. The resulting architecture was a single RAN connected to several CNs

Multiple Cell-ID configuration

The multiple Cell-ID configuration offers several possibilities, but the most obvious is the one where several separate operator networks would logically operate their own networks. This is very much in line with the intention of this configuration option: Operators have the benefit of configuring and operate their own network, independent from configuration and operating strategies of other operator’s networks. Actual sharing of physical cell resources would work as for the “classical” MOCN scenarios, fixed or dynamic quotas would regulate the usage radio resources.

Multiple Cell-ID configuration with CU/DU split deployments

For sure, all kind of deployment scenarios should be supported with the multiple Cell-ID configuration option.
We assume that in case of CU/DU split, deployments would like to keep the possibility of separating CUs geographically from each other, so it cannot be always assumed, that CUs that operate in network sharing would be able to exchange data easily due to their geographical separation, not to speak of security issues in doing that.

But we can also assume that a single physical entity will be deployed in such scenarios, comprising common parts for at least PHY and MAC and separate F1-C terminations, with implementation specific means to e.g. follow quotas negotiated among sharing partners etc.
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Figure 2.2-1: Deployment with separate gNB-CUs.

Figure 2.2-1 shows a possible depiction of such deployment. It is assumed, that the logical PLMN specific DUs and the common PHY/MAC box (which is functionally part of all 3 shown DUs), are typically deployed in one physical entity (see also Figure 2.2-2 below, with a further attempt to draw this physical entity), whereas CUs are separate from each other. It is also shown, that one PLMN specific CU&DU and the PHY/MAC entity forms one logical gNB.
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Figure 2.2-2: Possible implementation of PLMN specific DUs with common PHY/MAC part

One can also assume, that in general, the PLMN specific CUs are not inter-connected, neither are the 5GC nodes. 

Observation 2
Multiple Cell-ID configuration needs to support deployments with separate PLMN specific CUs, neither the PLMN specific CUs nor the 5GCs can be assumed to be interconnected, hence exchange of e.g. UE context data is in general not possible.
Network sharing deployments with co-located CUs or collocated CUs and DUs are also conceivable, especially for indoor scenarios, but probably such scenarios would be implemented with a single common physical CU unit, that operates towards the “outside” world as different logical CUs. However, such collocated scenarios may impose security issues, hence it cannot be assumed in general that UE context related signalling is easily possible or should be even allowed between those CUs, and it should be, like in the previous observation, not required that logical gNBs actually owned by different operators are inter-connected in an inter-PLMN fashion.
Observation 3
Co-located CU deployments are conceivable but should not rely on inter-PLMN-interconnection.
2.3
Logical Architecture

In 4G and for 5G we have made a very conscious decision when designing Cell-IDs and their portion for the serving RAN node ID part. So, Cell-IDs and logical RAN node IDs are tightly coupled with each other.

The logical architecture foresees to exhibit logical nodes and interfaces in between them, logical nodes that present themselves by the cell identification derived from the cells they serve.
As an example, an eNB exhibits itself as a logical node towards the MME at S1 Setup, indicating its eNB ID which is the common part of the Cell-IDs the eNB serves. The same holds for NG-RAN nodes on the NG-C interface. The same holds for E-UTRAN nodes and NG-RAN nodes on the X2/Xn interfaces. The same holds for the eNBAccording to TS 23.501 §5.18, 5GS supports MOCN (Multi Operator Core Network) scenario (only), where several operators share RAN resources.

Now, per definition, a physical node that serves cell with different node-ID-defining prefixes represent different logical nodes.

The “classical MOCN” scenario, with a single Cell-ID / TAC broadcast, differs from the multiple Cell-ID configuration, as it part of the concept that the same logical node connects to different CNs (CN node pools owned by different operators), whereas logically, in the multiple Cell-ID configuration scenario, the different sets of PLMNs sharing the same Cell-ID/TAC constitute a logical EPS/5GS on their own, not only separating the EPC/5GC but also E-UTRAN/NG-RAN.
Observation 4
A logical E-UTRAN/NG-RAN node’s identification and definition is derived from the (logical) cell definition and identification. Different (logical) Cell-IDs result in different logical nodes. Consequently, interface instances should operate only in between 2 logical nodes.
2.4
What is a served cell?
F1 and X2/Xn exchange served cell information.

Taking into account discussions in 2.3, it is quite obvious, that a logical node cannot serve cells from another logical node. E.g., each logical node is responsible for activating/de-activating cells, updating the barring status etc.

We would really appreciate if the basic principles of functional distribution is also kept in case of network sharing with multiple Cell-ID broadcast, i.e. each logical gNB-CU continues to be controlled by the operator that logically owns a cell. It would be beneficial to introduce the concept of “logical” cells, whereas a physical cell resource can be shared by more than one “logical” cell.

Observation 5
A logical E-UTRAN/NG-RAN node (and its logical interfaces) can only serve cells which it actually owns/controls.
2.5
How to coordinate SIB content?
Another aspect is the coordination of SIB content among the operators. We discuss it along the various SIB PDUs defined in TS 38.331:
SIB1

We assume that coordination among PLMNs is necessary, regardless the final solution / architecture chosen. As SIB1 is defined by cell level OAM (i.e. by an entity that provides information to the common part of the various per-PLMN-logical gNB-DUs), we assume that the gNB-CUs will be informed about the PLMN specific SIB1 content by the gNB DU.
We further assume that cel barring information will be provided by the PLMN specific gNB-CUs, which matches well with current SIB1 definition in TS 38.331.

SIB2-5
Those SIBs contain information for cell re-selection and neighbouring cell related information, intra- and inter-frequency and inter-RAT (E-UTRA).
SIB2-5 will need coordination among operators, probably the radio resource “owner” will define and further tune those parameters “owning”. Coordination will have to take place regardless the architectural approach. Assuming that each CU provides the same content, the DU should be able to either ignore identical content from other CUs or update SIB2-5 “blindly”, assuming identical content.
SIB6-8
Those SIBs contain ETWS primary and secondary notification and CMAS notification
In principle we assume that in the typical case all the CUs would receive the same kind of notification from a warning centre. It would be finally up to the DU to coordinate delivery of notifications, i.e. sort out duplicated indication from various F1-C interface instances. It would be helpful to provide explicitly via F1AP the messageIdentifier and the serialNumber.
SIB9
SIB9 contains information related to GPS time and Coordinated Universal Time (UTC). The UE may use the parameters provided in this system information block to obtain the UTC, the GPS and the local time.
Observation 6
PLMN specific SIB1 content is controlled by PLMN specific OAM, apart from barring, where we assume agreement on provision by the CU via F1AP means.

SIB2-5 (cell re-selection) content would need co-ordination among operators regardless the chosen approach. No stage 2 nor F1AP impact is foreseen.

For SIB6-8 (ETWS/CMAS) the DU should be able to sort out duplicated notifications provided by the connected CUs by means of explicitly indicating messageIdentifer and serialNumber. Ignoring duplicated SIB6-8 content with indicated message ID and Serialnumber would follow an approach introduced for SIB2-5.

The solution for SIB9 does not affect the overall discussion, currently it is assumed to be generated by the CU.
3
Support of Basic UE associated scenarios

3.1
A UE entering a CN pool area - support of geographically distributed per PLMN CUs
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Figure 3.1-1: NR RRC Connection Setup - separate PLMN specific CUs

Figure 3.1-1 depicts the basic problem: If the DU is not able to interpret the UE Identity indicated in msg3, there is some likelihood, that the wrong CU is chosen.
Figure 3.1-1 shows two alternatives: a DU being able / not able to interpret msg3 and msg5.

For cases where the UE only provide a random value, but not an already allocated 5G-S-TMSI, there is a likelihood that the wrong CU is chosen. This is independent from the DUs ability to read into msg3/msg5.

Observation 7
Regardless whether the DU is able to interpret msg5 and msg3: For UEs entering the CN pool area, or UEs providing a random ID as ue-identity, F1 signalling would need to support the case where the wrong CU is chosen, i.e. there is some re-direction mechanism necessary on F1.

Even if the UE would provide a 5G-S-TMSI, it would only provide a truncated value (39bits) instead of the full (48bits). 5G S-TMSI is defined as.

<5G-S-TMSI> = <AMF Set ID><AMF Pointer><5G-TMSI>
So, even if the DU is able to read 5G-S-TMSI, the ability to choose the proper CU would depend on configuration data available in DU and co-ordination among network sharing members to allocate AMF IDs in a unique way.

Observation 8
Even if DU reads the (truncated) 5G-S-TMSI contained in msg 3, the ability to choose the proper CU depends on proper DU configuration and AMF ID co-ordination among network sharing partners.

3.2
RRC Connection Re-establishment
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Figure 3.2-1: NR RRC Connection Reestablishment - separate PLMN specific CUs

Figure 3.2-1 depicts another basic problem: regardless whether the DU is able to interpret msg3, the C-RNTI is not allocated in an PLMN specific way, so there is no index whatsoever contained.

The DU will have to contact one CU which would have to try to retrieve the UE context from the old RAN node.

If the DU is able to at least interpret that msg3 is RRCReestablishmentRequest, it could contact CUs in parallel.

In both cases, the CU would fall back to RRC Connection Establishment and construct an RRC Setup message. F1 level information should be provided, whether the UE context retrieval was successful.

Observation 9
A DU supporting network sharing with multiple Cell-ID/TAC configuration should be prepared to contact all CUs, either in parallel (if the DU is able to deduce the RRC message type) or one at a time, with the CU providing information whether UE Context Retrieval was successful.

3.3
RRC Connection Resume
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Figure 3.3-1: NR RRC Connection Resume - separate PLMN specific CUs

Figure 3.3-1 a “more friendly” scenario. It can be assumed, that the I-RNTI is most likely configured along guidelines in Annex C in TS 38.300. Given, that either the DU, able to interpret msg3, or the CUs are all configured with respective information, the DU should be in the position to either select the proper CU or a wrongly contacted CU should be able to provide PLMN assistance information to finally reach the proper CU where the UE Context can be retrieved.

Observation 9
For the Resume case, F1AP should contain information whether the UE Context was found and some assistance information that would aid the DU to find the proper CU.

4
Conclusion
We have looked into the RAN sharing scenario with multiple Cell-ID configuration and have observed the following:

Observation 1
Multiple Cell-ID configuration removes the need of inter-PLMN co-ordination for Cell-ID and TAC allocation.
Observation 2
Multiple Cell-ID configuration needs to support deployments with separate PLMN specific CUs, neither the PLMN specific CUs nor the 5GCs can be assumed to be interconnected, hence exchange of e.g. UE context data is in general not possible.
Observation 3
Co-located CU deployments are conceivable but should not rely on inter-PLMN-interconnection.
Observation 4
A logical E-UTRAN/NG-RAN node’s identification and definition is derived from the (logical) cell definition and identification. Different (logical) Cell-IDs result in different logical nodes. Consequently, interface instances should operate only in between 2 logical nodes.
Observation 5
A logical E-UTRAN/NG-RAN node (and its logical interfaces) can only serve cells which it actually owns/controls.
Observation 6
PLMN specific SIB1 content is controlled by PLMN specific OAM, apart from barring, where we assume agreement on provision by the CU.

SIB2-5 (cell re-selection) content would need co-ordination among operators regardless the chosen approach. No stage 2 nor F1AP impact is foreseen.

For SIB6-8 (ETWS/CMAS) the DU should be able to sort out duplicated notifications provided by the connected CUs by means of explicitly indicating messageIdentifer and serialNumber. Ignoring duplicated SIB6-8 content with indicated message ID and Serialnumber would follow an approach introduced for SIB2-5.
Observation 7
Regardless whether the DU is able to interpret msg5 and msg3: For UEs entering the CN pool area, or UEs providing a random ID as ue-identity, F1 signalling would need to support the case where the wrong CU is chosen, i.e. there is some re-direction mechanism necessary on F1.

Observation 8
Even if DU reads the (truncated) 5G-S-TMSI contained in msg 3, the ability to choose the proper CU depends on proper DU configuration and AMF ID co-ordination among network sharing partners.

Observation 9
A DU supporting network sharing with multiple Cell-ID/TAC configuration should be prepared to contact all CUs, either in parallel (if the DU is able to deduce the RRC message type) or one at a time, with the CU providing information whether UE Context Retrieval was successful.

Observation 10
For the Resume case, F1AP should contain information whether the UE Context was found and some assistance information that would aid the DU to find the proper CU.

Proposal:
We propose to follow the conclusions we have drawn in various text proposals and abstain from following conclusions in papers proposing a single “shared” Xn/X2 interface, only PLMN specific interface instances should be allowed and additions on F1 are necessary to support the most common deployment scenario.
TPs can be found in R3-186862 (38.401), R3-186860 (36.300), R3-186861 (38.300), R3-186863 (F1AP).
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